926 Chem. Rev. 2007, 107, 926-952

Charge Transport in Organic Semiconductors

Veaceslav Coropceanu,” Jérdme Cornil,*" Demetrio A. da Silva Filho," Yoann Olivier,* Robert Silbey,* and
Jean-Luc Brédas*'*

School of Chemistry and Biochemistry and Center for Organic Photonics and Electronics, Georgia Institute of Technology, Atlanta, Georgia
30332-0400, Laboratory for Chemistry of Novel Materials, University of Mons-Hainaut, Place du Parc 20, B-7000 Mons, Belgium, and Department of
Chemistry, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139-4307

Received November 8, 2006

Contents and development, spanning chemistry, physics, materials
. science, engineering, and technology. The rapid growth in
1. Introduction . 926 the interest given ter-conjugated materials in general and
2. Characterization of Charge Mobility 926 organic semiconductors in particular is fueled by both
2.1. Experimental Measurements of Carrier 928 academia and industry. On the basic research sicmn-
Mobilities jugated materials are fascinating systems in which a rich
2.1.1. Time-of-Flight (TOF) 928 variety of new concepts have been uncovered due the
2.1.2. Field-Effect Transistor Configuration 928 interplay between theirz-electronic structure and their
2.1.3. Diode Configuration 929 geometric structuré.® On the applied research side, while
2.1.4. Pulse-Radiolysis Time-Resolved 929 not destined to replace silicon-based technologies, organic
Microwave Conductivity (PR-TRMC) semiconductors promise the advent of fully flexible devices
2.2. Materials 929 for large-area displays, solid-state lighting, radio frequency
2.3. Factors Influencing Charge Mobility 931 identification tags, or solar cells; major chemical companies
2.3.1. Molecular Packing 931 worldwide, such as Sumitomo, DuPont, Solvay, BASF, Ciba,
232 Disorder 932 and Me_rck to name but a few, are now invol\(ed in
233 Temperature 933 devz_elopmg gfﬂqent sources of chemicals for organic elec-
23.4. Electric Field g4 lronics applications. o
D o The devices mentioned above share a common trait: in
2.35.  Impurities 934 all instances, their performance critically depends on the
2.3.6. Pressure _ 934 efficiency with which charge carriers (electrons and/or holes)
2.3.7. Charge-Carrier Density 934 move within ther-conjugated materials. The charge carriers
2.3.8. Size/molecular Weight 935 are either injected into the organic semiconductors from metal
3. The Charge-Transport Parameters 935 or conducting oxide electrodes in the case of light-emitting
3.1. Electronic Coupling 936 diodes or field-effect transistors or generated within the
3.1.1. The Energy-Splitting-in-Dimer Method 936 materials in the case of solar cells via photon-induced charge
3.1.2. The Orthogonality Issue 037 separation at the interface between electron-donor and
3.1.3. Impact of the Site Energy 937 electron-acc_:eptor components. 4 .
3.1.4. Electronic Coupling in Oligoacene 938 Inan earlielChemical Reiewsarticle;* we discussed how
Derivatives the varlous_energy—transfer and charge—transfer processes that
3.2. Electron-Phonon Interactions 939 take plaqe int-conjugated polymers and oligomers can now
321 Internal and External Vibrations 939 be descnped at the mole_cular Ieyel. Here, we focus on Charge
: transport in these organic materials. In section 2, we briefly
3.2.2. Local Electron—Phonon Coupling 940 describe the main experimental techniques used to evaluate
3.2.3. Nonlocal Electron—Phonon Coupling 944 carrier mobilities. We then introduce the organic materials
4. Overview of the Main Charge-Transport 945 that have been the subject of most investigations and discuss
Mechanisms the factors that directly affect the mobilities. Section 3 deals
4.1. Polaron Models 945 with a detailed description of the charge-transport param-
4.2. Disorder Models 947 eters: electronic couplings, site energies, and eleetron
5. Synopsis 949 phonon couplings. In section 4, we present an overview of
6. Acknowledgments 949 the models that have been reported to describe the charge-
7. Note Added after Print Publication 950 transport mechanisms in molecular crystals and disordered
8. References 950 organic materials. A brief synopsis is given in section 5.
1. Introduction 2. Characterization of Charge Mobility
As exemplified by this special issue Ghemical Reiews Organic semiconductors can be broadly classified into two

organic electronics has emerged as a vibrant field of researchcategories: small molecules or oligomers (usually processed
in vacuum) and polymers (usually processed by wet chemical

:éo vghprf;ncg_rtretSPOfntTﬂenﬁﬁ Slhould be addressed. techniques). In each case, various materials have been
iuﬁﬁ,gr'gty of MoneHamnant. designed over the years that preferentially transport holes
#Massachusetts Institute of Technology. or electrons. In most instances, this distinction does not rely
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on the actual ability of the materials to transport charges
(i.e., on the actual values of charge mobilities) but rather

reflects the ease of charge injection from electrodes tradition-

ally used in devices. In that context, a material is often

referred to as a hole [electron] transporter when its ionization

energy [electron affinity] closely matches the Fermi level
of the electrode material. Ambipolar transport (i.e., the ability

to transport both electrons and holes) has now been reporte
for several organic semiconductors and is discussed in this

issue by Sirringhaus and Zaumsgil.

The key quantity that characterizes charge transport is the

carrier mobility. In the absence of any external potential,
transport is purely diffusive and is generally described by a
simple diffusion equation:

0= nDt 1)
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where X?°COdenotes the mean-square displacement of the
chargesD is the diffusion coefficientt is the time, anch
represents an integer number equal to 2, 4, or 6 for one-,
two-, and three-dimensional (1D, 2D, and 3D) systems,
respectively. The charge mobilityis related to the diffusion
coefficient via the EinsteinSmoluchowski equation:

eD
4T 2)
herekg is the Boltzmann constant and e is the electron
charge.

The application of an external electric field induces a drift
of the charge carriers; the mobility can then be alternatively
defined as the ratio between the velocityof the charges
and the amplitude of the applied electric fiek,

©)

Diffusion should be seen as a local displacement of the

u=vlF
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2.1. Experimental Measurements of Carrier
Mobilities

Charge mobilities can be determined experimentally by
various technique%.Results from methods that measure
mobilities over macroscopic distancesl mm) are often
dependent on the purity and order in the material. Methods
that measure mobilities over microscopic distances are less
dependent on these characteristics. We briefly describe below
the basic principles of some of the most widely referenced
methods.

2.1.1. Time-of-Flight (TOF)

Here, an organic layer a few microns thick is sandwiched
between two electrodes. The material is first irradiated by a
laser pulse in the proximity of one electrode to generate
charges. Depending on the polarity of the applied bias and
the corresponding electric field (in the*tal(f VV/cm range),
the photogenerated holes or electrons migrate across the
material toward the second electrode. The current at that
electrode is recorded as a function of time. A sharp signal is
obtained in the case of ordered materials while in disordered
systems a broadening of the signal occurs due to a distribu-
tion of transient times across the material. The mobility of
the holes or electrons is estimated via:

_y_d_d
“TFTR Wt @)

whered is the distance between the electrodgsis the
electric field,t is the averaged transient time, axds the
applied voltage. TOF measurements clearly show the impact
on mobility of structural defects present in the material.
Charge mobilities in organic materials were first measured
with the TOF technique by Kepleand Leblané.

2.1.2. Field-Effect Transistor Configuration

The carrier mobilities can be extracted from the electrical
characteristics measured in a field-effect transistor (FET)
configuration. As reviewed by Horowifzhel—V (current-
voltage) expressions derived for inorganic-based transistors
in the linear and saturated regimes prove to be readily
applicable to organic transistors (OFETSs). These expressions
read in the linear regime:

W
lsp= EMC(VG — Vp)Vep (5)
and in the saturated regime:
W
lsp= Z/"C(VG - VT)2 (6)

Here,lsp andVsp are the current and voltage bias between
source and drain, respectivelys denotes the gate voltage,
V7 is the threshold voltage at which the current starts to rise,
C is the capacitance of the gate dielectric, &d@ndL are

the width and length of the conducting channel. In FETS,
the charges migrate within a very narrow channel (at most

charge around an average position, while drift induces a a few nanometers wide) at the interface between the organic
displacement of the average position. Drift is the effect that semiconductor and the dielectfft!! Transport is affected
dominates the migration of the charges across an organicby structural defects within the organic layer at the interface,
layer in the devices. The carrier mobility is usually expressed the surface topology and polarity of the dielectric, and/or
in cn?/V+s (since it corresponds to velocity over electric the presence of traps at the interface (that depends on the

field).

chemical structure of the gate dielectric surface). Also,
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contact resistance at the source and drain metal/organic interinduced by the pulse is then measured via the change in
faces plays an important role; the contact resistance becomesnicrowave power reflected by the sample and is therefore
increasingly important when the length of the channel is frequency dependento can be expressed?Zs
reduced and the transistor operates at low fields; its effect
can be accounted for via four-probe measurements. Ao = eZ#Ne—h (8)

The charge mobilities extracted from the OFEFV
curves are generally higher in the saturated regime than thosgyhere 54 is the sum of hole and electron mobilities and
in the linear regime as a result of different electric-field \_ is'the density of generated electremole pairsNe_p is
distributions. The mok;gtlty_can sometimes be found 10 be gqimated by dividing the amount of energy density trans-
gate-voltage dependetttthis observation is often related = forreq to the material by the energy required to create one
to the presence of traps due to structural defects and/orgjectron-hole pair; this ratio is further multiplied by a
impurities (that the charges injected first have to fill priorto - ¢rvival probability that accounts for possible charge-
establishment of a current) and/or to dependence of theecompination mechanisms during the duration of the pulse.
mOti'Bl'ty on charge carrier density (which is modulated by \wjth this technique, the charges are directly generated in
Vo). the bulk; their transport properties are probed on a very local

The dielectric constant of the gate insulator also affects g4tia| scale (for instance, along a portion of a single polymer
the mobility; for example, measurements on rubrene single chain) determined by the frequency of the microwave

crystals’ and polytriarylamine chain$have shown thatthe o iations (the lower the frequency, the larger the region that
carrier mobility decreases with increasing dielectric constant ;g explored); the charges trapped by impurities or structural
due to polarization (electrostatic) effects across the interface; yofacts are’ not responsive. PR-TRMC is a contact-free
the polarization induced at the dielectric surface by the Chargetechnique that is not affected by space-charge effects and
carriers within the organic semiconductor conducting chan- .o pe applied to bulk materials as well as to single polymer
nel, couples to the carrier motion, which can then be cast in oins in solution.
the form of a Fitich polaron:®-22 Because of its local character, PR-TRMC is considered
2.1.3. Diode Configuration to provide intrinsic AC mobility values for the bulk; these
values should be seen as upper limits for the mobilities at
The mobilities can also be obtained from the electrical |ow fields. TOF values are generally smaller since such DC
characteristics of diodes built by sandwiching an organic measurements probe a macroscopic range and force the
layer between two electrodes (provided that transport is bulk charge carriers to cross structural defects and to interact with
limited and not contact limited). The choice of the electrodes impurities. The AC and DC mobility values generally deviate
is generally made in such a way that only electrons or holes above a threshold frequency that depends on the degree of
are injected at low voltage. In the absence of traps and atorder in the samples. However, there are instances in which
low electric fields, the current densifyscales quadratically  the two techniques result in similar mobility values, for
with applied biasV. Such behavior is characteristic of a example, in the case of discotic liquid crystals based on
space-charge limited current (SCLC); it corresponds to the hexathiohexyl triphenylenes, materials that have been used
current obtained when the number of injected charges reachesis reference compounds to validate the PR-TRMC tech-
a maximum because their electrostatic potential prevents thenique2® PR-TRMC experiments on polythienylenevinyléhe
injection of additional chargeX.In that instance, the charge  and polyparaphenylenevinyleliehains provide hole [elec-
density is not uniform across the material and is largest closetron] mobility values of 0.38 [0.23] and 0.06 [0.15] &ivi-
to the injecting electrod#. In this regime, when neglecting s, respectively (here, one kind of charge carriers was
diffusion contributions, theJ—V characteristics can be alternatively selectively trapped to determine the individual
expressed as mobilities). A mobility as high as 600 citV-s has been
recently inferred from measurements in dilute solution along
_9 V2 fully planar, ladder-type polyparaphenylene chathghis
J= geotrH 3 ) result confirms that the elimination of torsional degrees of
freedom along polymer chains is a key step to increase charge

wheree, denotes the dielectric constant of the medium and Mobilities. In polymer films, charge mobilities are expected
L is the device thickness. Note that a field-dependence of to be limited by interchain transport; to reach mobilities over
the mobility has to be considered at high electric fields (vide 0-1 cnf/V-s requires a high degree of interchain structural
infra). order.
The J—V curves become more complex in the presence .
of traps. They first exhibit a linear regime, where transport 2-2. Materials
is injection-limited, followed by a sudden increase for an  Charge transport imolecularmaterials has received much
intermediate range of applied biases; finally, ¥edepen-  attention since a number of conjugated molecules can be
dence of the trap-free SCLC regime is reached. The extentgrown in the form of reasonably large single crystals by
of the intermediate region is governed by the spatial and yacuum sublimation techniques under controlled conditions.
energetic distribution of trap stat&swhich is generally  \well-defined structures with a limited number of impurities
modeled by a Gaussi&nor exponential distributio® can be obtained through repeated sublimation stefsch
P . crystals provide an ideal test bed to investigate the funda-
Zan[(liu? #L%}e/"‘(qggl_‘;.%%sc)]—’me'ReSOIved Microwave mental parameters affecting charge mobilities. However, their
slow growth and lack of processability prevent them from
Here, the sample is first excited by a pulse of highly being integrated in industrial processes. For industrial
energetic electrons (in the MeV range) to create a low density applications, cost-effective approaches are sought after, based
of free carriers. The change in electrical conductiviy in particular on solution processing of (substituted) molecules
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Figure 1. Chemical structures of some of the most studied organic molecular semiconductors (see text for detail).

or on the deposition of polycrystalline or amorphous films the absence of crystalline order, mobility values on the order
by vacuum sublimation. In the best cases, the room- of 0.5 cn?/V-s have been reported in discotic phases of
temperature mobility of crystalline organic semiconductors hexabenzocoronene derivativs; room-temperature SCLC
can reach the 0-120 cn?/V-s range;3334in amorphous  electron mobility as high as 1.3 éfi-s has been even
materials, the mobility generally drops well below 0.1%m  measured for a perylenediimide derivative under ambient
Vg 3536 conditions (the latter value is higher than that of amorphous

Some of the most widely investigated molecular semi- silicon)>* Transport in liquid crystals formed by rodlike
conductors are illustrated in Figure 1. They belong to the molecules has also been investigated.

families of the following. TriphenylaminesThese compounds, such as the prototypi-

Oligoacenes?3" This class of materials, which has been cal 4,4-bis(N-m-tolyl-N-phenylamino)biphenyl (TPD) mol-
studied for several decad&sgurrently provides among the  ecule, have a long history as organic photoconductors in the
best semiconductors in the field of organic electronics. Xerox industrys” They have been extensively used in organic
Special attention has been given to pentaceme=(5), light-emitting diodes as hole-transporting materials under the
tetracener{ = 4), and derivatives, which have well-defined form of vacuum-deposited amorphous fil&is.

crystal structures: Among the derivatives, .rubrene (@ Perylenes, Tetrathiafuhlenes, and Fullerene®erylene
tetracene molecule substituted by four phenyl rings) has beeng pipite o peculiar crystal packing in which dimers (and not

1H4c34,40-42 ibi K . . :
the focus of many recent studies’ Pentacene exhibits  gjnyie molecules) are arranged in an herringbone fasHion:

several crystal polymorphs, which has proven useful 10 yhe aitachment of dianhydride (PTCDA) or diimide (PTCDI)
investigate crystal Alsir:cture—transport relationsips. moieties leads to compounds with good n-type propetties.
Oligothiophenes The crystal structures of oligoth- Tetrathiafulvalene and derivatives have been initially

iophenes are available for the = 2, 3, 4, 5, 6, and 8 . . . T ;
oligomers and a number of substituted derivatives. The widely investigated as donor entities in highly conducting
harge-transfer salt8.5° Work has now been extended to

interest in this class of materials has been intense ever sinc hei ies in thin fi q 6163

the first organic transistor, built with sexithienyl € 6) as eir transport properties in thin films and crystais:

the active semiconducting material, was repofiedhile The interest in fullerene (&) and derivative®® stems

most oligothiophene and oligoacene compounds are used a§0m their extensive use as electron acceptors in organic

p-type materials (that is, as hole transporters), their backboneblends for photovoltaics. We also note that in the case of

can be derivatized with fluorinated substituents to yield Single-wall carbon nanotubes, ballistic transport has been

efficient n-type materials (electron transportefsy! measured with carrier mobilities on the order of 80 00G/cm
Discotic Liquid Crystal€? These materials are based on V-s.66. Ballistic transport implies that the carrier mean free

2D, disc-like molecules made of a central conjugated core Path is longer than the nanotube.

substituted by saturated chains on the periphery. In the Charge transportin conjugated polymer chains is also the

discotic phase, these molecules organize in the form of quasi-focus of many investigations. For totally disordered polymer

1D columns that provide 1D pathways for electron and/or films, charge mobilities are small, in the range 46103

hole transport (the n- or p-type character can be tuned as acn?/V-s. Mobilities significantly increase when the polymer

function of the nature of the substituents). Representative chains present self-assembling properties that can be ex-

systems are based on triphenylene, hexabenzocoronenegloited to generate ordered structufébligh mobilities can

perylenediimide, or metal phthalocyanine cores. In spite of also be achieved via introduction of a liquid crystal charac-
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Figure 2. Chemical structures of some of the most studied organic
polymeric semiconductors (see text for detail): polyparaphenyle-
nevinylene (PPV), polyparaphenylene (PPP), polythiophene (PT),
polyfluorene (PF), and polyfluorene copolymers (where X stands
for various (hetero)cycles).

ter$86° Among the most studied polymers, we find (see
Figure 2) the following.
Polyparaphenylene, Polyparaphenyleimglene, and Their
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Figure 3. Polar plot illustrating the mobility anisotropy within the
herringbone layer in a pentacene single-crystal FET (adapted from
ref 79).

Derivatives These polymers were initially the focus of many  scattered. Therefore, charge carrier mobilities are influenced
experimental and theoretical studies in view of their high py many factors including molecular packing, disorder, pres-
luminescence quantum yield in the solid state, a feature of ence of impurities, temperature, electric field, charge-carrier

major interest for light-emitting applicatiorf’*

Polyfluorene (PF) and Some of Its Alternating Copoly-
mers These materials represent a new generation of light-
emitting polymers with high purity and stability.

Polythiophene (PT) and Deratives The regio-regular
alkyl-substituted polythiophenes currently display among the
highest hole mobilities (around 0.1 étv-s) due to their
packing in well-organized lamell& Even higher mobilities
on the order of 0.6 c#V-s have been recently reported for
polythiophene derivatives incorporating fused thiophene
rings®®

m-Conjugated polymers are generally exploited as p-type
materials. However, polymers with high electron affinity,
such as the poly(benzobisimidazobenzophenanthrolies),

can be used as n-type transporters. At this stage, it is

important to recall that the characterization usually found in

the literature of an organic semiconductor as p-type or n-type

most ofterdoes noteflect the intrinsic ability of the material
to transport holes or electrons; it rather translates the eas
with which holes or electrons can be injected into the material

from the electrodes. Our experience, coming from the results
of a large number of theoretical investigations over the past

few years/*®points to the conclusion that, in many organic

semiconductors, the electron and hole mobilities are expectedr

to be comparable. In addition, the observation of a low n-type
mobility is generally the consequence of extrinsic effects,

such as the presence of specific traps for electrons (due to

photo-oxidation of thes-conjugated backbone) or the
instability of radical-anions with respect to water, hydroxyl
groups, or oxyger®’” The latter has been elegantly dem-
onstrated recently by the Cambridge grdéijt. was shown
that SiQ, commonly used as gate dielectric in OFETSs,
presents a large number of hydroxyl groups on its surface
which act as traps for electrons injected into the organic

semiconductor channel. When the dielectric is covered by a

tetramethylsiloxane-bis(benzocyclobutene) derivative (BCB),
good n-type transport is measured for polythiophene, poly-
paraphenylenevinylene, and polyfluorene derivatives (mobili-
ties in the range 16G—1073 cn¥/V-s).’8

2.3. Factors Influencing Charge Mobility

density, size/molecular weight, and pressure. It would be too
formidable a task to try to discuss all the experimental studies
reported to date on the impact of these parameters on charge
transport in organic semiconductors. Rather, our goal here
is to focus on some selected examples, chosen to illustrate
in the most simple way the role of these various factors.

2.3.1. Molecular Packing

The anisotropy of charge transport in single crystals points
out that the efficiency of transport is intimately related to
the relative positions of the interacting molecules, and hence
to crystal packing. In most instances, unsubstitutecbn-
jugated molecules crystallize into a layered herringbone
packing. Such packing gives rise to 2D transport within the
stacked organic lay€etsvhile transport between layers is less
efficient. The anisotropy is generally measured by orienting
the crystal along the two crystal axes defining a layer. An
eelegant approach to build OFETs by laminating an organic
crystal onto a transistor stamp has been recently reptited.
This approach allows for multiple relamination steps with
the same material and has been exploited with a rubrene
single crystal to measure the mobility in multiple directions
within the herringbone layer. The results indicate that the
oom-temperature hole mobilities along the crystallographic
a andb axes (within the herringbone layer) correspond to
values of 3 and 15 cffV-s for the linear and saturated
regimes, respectively, and the mobility ratio betweenghe
andb directions is measured to be between 3 and 4 in the
linear regime. The mobility anisotropy has also been
characterized experimentally for a pentacene single crystal
contacted by an electrode arr&the mobility within the
layer is found to vary between 2.3 and 0.7%¥hs as a
'function of polar angle, see Figure 3.

The 2D character of transport in most organic single
crystals (and thin films by extension) has implications for
OFET operation since it requires the long axes of the
molecules to stand perpendicular to the dielectric surface in
order for a significant current to be generated within the
channel. Interestingly, it was demonstrated in the case of
pentacene transistors that the packing at the interface with
the dielectric is different from that in the bu¥k.We note

Efficient charge transport requires that the charges be ablethat such variations in packing have to be properly taken

to move from molecule to molecule and not be trapped or

into account when comparing theoretical and experimental
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v T N of individual molecules or chain segments) within the
material; and

Off-Diagonal Disordey which is related to fluctuations
in the strength of interactions between adjacent molecules
or chain segments, i.e., to modifications of their relative
positions and orientations; off-diagonal disorder results in a
distribution of electronic couplings within the material that
can generate as well conducting pathways through the
material as dead-ends for the charges.

In the case of flexible molecules/chains, a major contribu-
; tor to diagonal disorder is conformational freedom, as it leads
1 8 i to a distribution of torsion angles between adjacent moieties.
1§ ! In polymer chains, such a distribution of torsion angles and/
E or the presence of chemical impurities result in diagonal
2 g ] disorder via the formation of finite-size conjugated segments

— — ———r—— with different lengths and therefore different HOMO and
ETEDT BEDT ETTDM BET  ETT  TIDM DT LUMO energies (we recall that the energy of the HOMO

TTF derivative level destabilizes and that of the LUMO level stabilizes with

Figure 4. lllustration of the large variation in mobilities measured conjugation Ie_ngth). Ir_1 ad_dltlon, diagonal disorder IS induced
for various TTF derivatives. The results are plotted in three separateby electrostatic/polarization effects from surrounding mol-
groups according to the crystal structure type (adapted from ref ecules, which vary with fluctuations in local packing; this
83). effect is amplified when the molecules/chain repeat units
mobility data since intermolecular electronic couplings are contain local dipole moment8;*! this also holds true when
very sensitive to the relative positions of the molecifes. the molecule or repeat unit as a whole carries no permanent
The herringbone structure is not a priori the most favorable dipole®! In theoretical simulations, energetic disorder is
packing for transport, in view of the large angle between generally described via a Gaussian distribution of HOMO/
the planes of adjacent molecules along the herringboneLUMO level energies (see section 4.2); in conjugated
diagonal (which tends to reduce the strength of intermolecular polymers, the corresponding standard deviations are generally
interactions§! As a result, many efforts have been devoted found to be on the order of 50L00 meV?293
to derivatizing the conjugated backbones in such a way as That the degree of order intimately controls transport has
to generate crystal structures potentially more conducive to been demonstrated for small molecules by tuning the amount
high carrier mobilities, in particular, structures where adjacent of disorder via modifications of the deposition conditions
molecules are cofacial. This derivatization approach has beer(for instance, by changing the temperature or nature of the
developed for instance by Anthony and co-workers for Substrate, or the film thicknes¥)?In the case of pentacene,
pentacene derivativ®and by Rovira and co-workers for ~ varying the deposition conditions has been reported to lead
tetrathiafulvalene (TTF) derivativé3.Unfortunately, such ~ to variations in charge mobility by up to 6 orders of
investigations cannot take much advantage of theoreticalMagnitude®> Such a high sensitivity to experimental deposi-
modeling, since quantum-chemistry and molecular-mechanicstion conditions is a severe drawback in the study of charge
methods have not reached the stage yet where the crystalransport since it often hampers a direct comparison between
packing of even small organic molecules can be predicted data collected by different groups.
reliably and accuratel§:85 A qualitative illustration of the role of order is given
Importantly, there is actually no clear demonstration that by the evolution of charge carrier mobility in discotic or
the types of cofacial packing that can be experimentally calamitic liquid crystalline materials. The example of
achieved lead to higher mobilities than an herringbone pack- hexathiohexyl triphenylene is illustrated in Figuré®she
ing. The reason is that the molecules are never exactly supercarrier mobility is observed to drop significantly in going
imposed on top of one another since a perfect cofacial situa-from the crystalline phase to the mesophase and eventually
tion is one in which electrostatic repulsion terms are largest. to the isotropic phase.
As a result, there usually occur displacements along the long  The multiple trapping and release (MTR) mot€lhas
and/or short molecular axes between adjacent molecules. Oup€en introduced to describe situations where highly conduct-
theoretical investigations have shown that such displacementdng regions coexist with traps linked to local structural
do strongly affect the intermolecular electronic couplings, disorder. In such instances, there appear localized states
in a way that intimately depends on the bonding-antibonding associated to the traps, located in energy below [above] the
pattern of the frontier molecular orbitals (HOMO, highest delocalized levels involved in bandlike transport for the
occupied molecular orbital, or LUMO, lowest unoccupied €lectrons [holes]. Transport then operates via a succession
molecular orbitaly4 Experimental data on single crystals of Of trapping events (with a probability assumed to be equal
TTF derivatives show a large variation in mobility values t0 1) and thermal releases. It was demonstrated by Schmid-
as a function of packing, from 18to 1 cn?/V-s, see Figure  1in®” and Nooland® that the MTR is a particular case of the
4.8 Changes in crystal packing are also responsible for crys-general continuous time random walk (CTRW) model of
tallochromy, i.e., changes in the color of the crystal, which Scher and Lax? When the traps are homogeneously
has been extensively studied for perylene derivati¢€s. dispersed, the mobility is expressed as

2.32. Dis.order . S u = ugo exp(—E/KT) 9)
Two kinds of disorder are usually distinguished:
Diagonal Disorder which reflects the fluctuations in site wherekE; is the trapping energy and represents the ratio
energies (i.e., the energies of the HOMO or LUMO levels between the density of delocalized levels available for
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Figure 5. TOF Temperature dependence on heating of the 1D .. _
charge mobility in the hexakis(hexylthio) derivative of triphenylene s ]
determined by the PRTRMC technique (circles) and the time- | ]
of-flight method (squares), as a function of the phase: crystalline o 3
solid (K), helical plastic phase (H), columnar mesophase (D), and ks T Lo
isotropic liquid phase (I) (adapted from ref 28). 3 10 30 100 300
transport and the density of traps. In OFETSs, applicability Temperature (K)

of the MTR model implies that the mobility is gate-voltage Figure 6. Log—log plot of the electron and hole mobilities in
dependent and thermally activaté&°*When the traps are  ultrapure naphthalene as a function of temperature. The applied
not homogeneously distributed but, for instance, are localizedelectric field is approximately parallel to the crystallographic a
around grain boundaries in polycrystalline materials, the direction (adapted from ref 33).
mobility can become temperature-independent; in that case, )
it is considered that the charges are actually able to tunnelbetween the phonon modes and the carriers depends on the
across the structural defects. crystal packing; for instance, in the biphenyl crystal, electron
The impact of grain boundaries on transport has been transport below and above a structural phase transition is
carefully examined for oligothiophenes in transistor config- characterized by different n valu&sTransport measurements
urationi® It was shown that mobility increases with grain On molecular single crystals indicate that charge mobilities
size (the grain size can be altered by changing the substratés high as a few hundreds &-s can be attained at low
temperature during deposition). When transport takes placetémperature (up to 300 ¢#v-s for holes in naphthalene at
in both poorly and highly conducting regions and these 10 K)*and that electron and hole mobilities can be equally
regions can be modeled as being connected in series, thdarge. The latter point again confirms that the long-held belief

mobility is expressed &% in the field of organic electronics that electron transport is
inefficient is a misconception (as discussed earlier, poor
1 1 n 1 (10) electron mobilities are most often due to extrinsic effects).

L tiow High Mobilities in single crystals can sometimes significantly
drop when the material is cooled below a critical temperature
Obviously, SiNCQuow < inign this expression translates the ~(for instance, around 30 K in peryleti@nd, depending on
fact that the mobility is limited by the poorly conducting €Xperimental conditions, around 16080 K*2 or 250 K
regions. in rubrene). Such a drop usually reflects the presence of traps
The distribution of trap states can be accessed via thermallyWith a depth (trapping energy) larger thiesT at the critical
stimulated current (TSC) experiments. The sample is initially t€mperature. The presence of traps also reduces the mobility
cooled to low temperature and the traps filled via carrier an'SOtFODfZ _ N
generation upon exposure to light; the sample is then Interestingly, the temperature evolution of the mobility
progressively heated, which leads to the appearance of salong directions where mobility is limited (for instance,

current when the trapped charges are rele#Sed. between the herringbone layers) can display a power-law
evolution at very low temperatures followed by a transition
2.3.3. Temperature to a regime where mobility is nearly temperature indepen-

dent. Such an evolution has been observed along-thes
of ultrapure naphthalene single crystals around 100 K. A
similar evolution is sometimes observed in crystals of lower

The temperature dependence is markedly different in single
crystals and in disordered materials. In single crystals, the
hole and electron mobilities generally decrease with tem- purity 103

- o T
perature according to a power law evolutign:= T ™ This In highly disordered systems, transport generally proceeds

is illustrated in Figure 6 for the case of electron and hole . hooDi dis th I tivated. Hiaher t t
transport along a crystal axis direction of naphthalene. Similar V'@ 1OPPING and s thermally activated. Righer temperatures

evolution is observed along specific directions for a large IMProve transport by providing the energy required to
number of single crystals; the main difference lies in the OVErcome the barriers created by energetic disorder. The

value ofn, which typically varies between 0.5 and 3. This l€mperature dependence has been often fitted to an Arrhe-
decrease in mobility with temperature is typical of band Mus-like law:

transport and originates from enhanced scattering processes
by lattice phonons, as is the case for metals. The coupling Ho = Ue, EXPA/KGT) (11)
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where A is the activation energy and increases with the O
amount of disorder. In polyparaphenylenevinylene derivatives e O . O
with very low mobilities <106 cn?/V+s), A is estimated

to be ca0.3-0.5 eVZ it is on the order of 0.13 eV for OOOO O h _/ O OO“
poly-3-hexylthiophene (P3HT) samples with mobilities in o J . O
the range 1071075 cn?/V-s'%and 0.02-0.04 eV for high- _ O Q
mObi"ty P3HT samples Witm around 0.1 criiV-s® A Pentacenequinone Impurities in rubrene

values on the order of 0-10.2 eV have been reported from
TOF measurements on calamitic liquid crystafs.
Note that that there is no full theoretical justification for

such an Arrhenius-like expression. The theoretical simula- gistinguishes between deep traps (when the trapping ener
tions pioneered by Baler and co-workers lead, in the g mugh larger thaksT) and s%allopwt(raps (when th%ptragpping V
presence of a Gaussian-type disorder, to a different eXPréSenergy is on the order disT, which allows for thermal
sion: detrapping).
5 In many instances, the exact nature of the impurities is
Ho = e EXPETYT) 12) difficult to determine. A recent work by Palstra and co-
_ o workers? has shown that the main impurities in pentacene
Whel’eTo describes the extent of energetlc disorder. HOWeVer, Sing'e Crysta's are pentacene-quinone molecules (Figure 7),
it turns out that both expressions generally fit the experi- they are present in concentration around 0.7%. Purification
mental data reasonably well within the limited temperature steps allow to drop their concentration to about 0.07%, which
windows that are experimentally accessit§ié’*° significantly improves the hole mobility of pentacene single
o crystals (mobility values as high as 35 ¥&s at room
2.3.4. Electric Field temperature and 58 é&W-s at 225 K are obtained from
The electric-field dependence of mobility is also different SCLC measurement®The nature of the impurities detected
in the case of single crystals and disordered materials. Inin tetracene single crystals has also been reported recently
single crystals, a field dependence is observed only in to correspond to quinone derivatiVi8sA recent investigation
ultrapure crystals along the directions giving rise to the by Kloc and co-workers has also identified the nature of the
highest charge mobilities. In such instances, an increase intwo main impurities in the rubrene single crystal, see Figure
electric field is seen to reduce mobility. 7.
In disordered materials, an increase in mobility is observed
at high fields. The field dependence in the rangé-1m®  2.3.6. Pressure

Figure 7. Chemical structures of impurities found in pentacene
and rubrené?4?

Vicm generally obeys a Poole-Frenkel behavfér:® Application of an external pressure on a material is of
fundamental interest as it can shed light into the structure-
u(F) = uo explvF) (13) transport relationships. The application of hydrostatic pres-

sure up to 0.3 GPa has been shown to increase the
wherey is temperature dependent afdenotes the electric  photocurrent linearly in tetracene and pentacene single
field. The following expression foy usually allows a good  crystals!'? This evolution has been attributed to a reduction

fit to the experimental dat&:%” in intermolecular distances between adjacent molecules, as
shown by the results of other pressure studies on organic
y=B 1 L] (14) conjugated molecule’d? a sudden change in the evolution
KeT  kgTo can be observed when a phase transition océg&milarly,

Bard and co-workers have reported a sharp increase in
whereB is a constant characteristic of the system @b photocurrent in a stack of porphyrin derivatives when
generally much larger than room temperature. However, aapplying a pressure of 0.2 GPa by means of a cylindrical
TOF study on P3HT chains has led Tg = 250 K;106:109 tip; this increase was assigned to a transition from a hopping
this implies thaty becomes negative abovk, and the regime to a band regime due to the increased intermolecular
mobility decreases with increasing electric fiél. An electronic coupling**
understanding of this evolution can be found in thes®&er ) )
model> when off-diagonal disorder dominates diagonal 2.3.7. Charge-Carrier Density
disorder. Conceptually, this reflects the fact that, at low fields, |t js only recently that the influence of charge carrier

the charges manage to follow the best percolation pathwaysgensity on mobility has been carefully examined. Blom and
and to avoid structural defeCtS; h|gher electric fields impose Co_Workers have Shown experimenta”y that the h0|e Carrier
a stronger directionality and prevent the charges from moving mopility in polyparaphenylenevinylene is markedly different
around the defects, thereby reducing mobility. when measured in transistor vs diode configuration$10
.- vs 1077 cn?/V+s, respectively}!® The explanation lies in the

2.3.5. Impurities fact that the density of injected charges is much larger in

Impurities in the present context refer to compounds that transistors than in diodes, see Figure 8; at lower densities,
have a (slightly) different chemical structure than the all the carriers can be affected by trapping due to energetic
compound nominally under investigation and that appear in disorder and/or impurities; at higher carrier densities, only
small concentrations mainly as side products of the chemicala portion of the carriers are necessary to fill all the traps
synthesis. A major impact on the transport properties can and the remaining carriers can experience trap-free transport
be expected in particular when the frontier (HOMO/LUMO) (however, it must be borne in mind that, when the filled traps
molecular orbitals of the impurities have energies that fall are charged, they are expected to increase scattering, leading
within the HOMO-LUMO gaps of the pure molecules. One to observed mobility values lower than the intrinsic values).
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T T T T T T 3. The Charge-Transport Parameters

10%E , In the absence of chemical and physical defects, the nature
2 3 of charge transport depends on a subtle interplay between
] electronic and electron-vibration (phonon) interactions. In
the case of the traditional, covalently bound inorganic
semiconductors, the electrophonon interactions are usually
much smaller than the electronic interactions and simply
[ account for the scattering of highly delocalized carriers. In
E 00-600 " contrast, in organic (macro)molecular semiconductors, the
i o P3HT - - oS S
107k o OC.C.-PPV ] extensive experimental and theoretical investigations of the
1710 3 last decades have shown that the electieimonon interac-
] tions are comparable to, or even larger than the electronic
interactions (we recall that a phonon is a particle-like
9 ] guantized mode of vibrational energy arising from the
10 PR ETTT B ST ST T BT BTG E VT ST T S a vy ||ect|\/e OSCI”atlons Of atoms W|th|n a Cr Stal) |n Such a
10" 10 10" 10 . i t
case, electronphonon coupling no longer plays the role of
hole density (cm?) a perturbation but rather leads to the formation of quasi-
Figure 8. Mobility as a function of hole density in a diode and ~ Particles, polarons, in which the electronic charge is dressed
field-effect transistor for poly(3-hexyl thiophene) and poly(2- by phonon cloud&t’
methoxy-5-(37'-dimethyloctyloxy)p-phenylene-vinylene) (adapted The origin and physical consequences of electronic and
from ref 16). electron-phonon interactions can be understood by simply
considering the tight-binding approximation. The corre-
The mobility was measured to be almost constant at low sponding electronic Hamiltonian is given By
carrier density and to increase with a power-law dependence

beyond 16° cm3.115 H, = Zemarn+arn + Ztmnarn+an (15)
2.3.8. Size/molecular Weight " mn

Since the electronic coupling between adjacent moleculesHere,a," anday are the creation and annihilation operators,
primarily depends on their packing, there exists no obvious respectively, for an electron on lattice sitg ey is the
relationship between molecular size and charge mobility. For electron site energy, artgl, the transfer integral (electronic
instance, various TTF derivatives of similar molecular weight coupling). The site energy and the transfer integral are
present a large dispersion in mobility values because of theirdefined by the following equations:
different crystalline structures. Analysis of the size depen-

10°}

Mobility (cm?/Vs)

dence would be much more meaningful for a series of €m= [P — R)IH @t — RO (16)
analogous compounds with similar packings. Warman and
co-workers have measured PR-TRMC charge mobilities for ton = (1 — Rp)IHé,(r — RO (17)

a series of discotic molecules that form quasi-1D stacks; they
observed a negative linear semilogarithmic relationship where vectorRy, indicates the position of siten. For the
between the maximum mobility obtained with a given sake of simplicity, in eqs 1517, we have considered a single
conjugated core and the inverse number of carbon atoms inlocalized molecular orbital on each site, corresponding to
the core, which indicates in that instance that the larger thethe HOMO or LUMO for hole and electron transport,
core, the larger the mobilit”. However, such trends have respectively. We note that orbitajs, in eqs 16 and 17 are
to be taken with much caution since transport in discotic assumed to be orthogonal; however, this is usually not the
materials is found to be strongly influenced by the amplitude case for the HOMOs or LUMOSs placed on different sites/
of the rotational angle between adjacent discs and the naturemolecules. We will come back to the nonorthogonality issue
of the electroactive substituents attached to the téras a in section 3.1.2 and discuss hew andtm, transform when
result, smaller conjugated cores can actually yield higher going from nonorthogonal to orthogonal representation.
mobilities than larger ones. As will be emphasized again It is well-established that the electronic, optical, and
later, it is critical to bear in mind that the electronic coupling transport properti¢s®118-124 gre very sensitive to the details
between adjacent moleculesnotrelated to the degree of of the system environment, molecular geometry, intermo-
spatial awerlap between adjacent molecules but rather to the lecular distance, and molecular packing. As a result, any
degree ofwavefunction e@erlap (which depends on the small displacement of atoms from their equilibrium positions
wavefunction bonding-antibonding patterf). affects the microscopic parameters; it is precisely this
The molecular weight of polymer chains can impact their dependence of the system parameters on vibration (phonon)
transport properties. The hole mobility in regioregular P3HT coordinates that is referred to as electr@ionon coupling.
chains is reported to increase by almost 4 orders of magnitude In organic molecular crystals, the weak van der Waals
when the degree of polymerization goes frev@0 to 220. interactions between molecules generally have only a small
This marked evolution was attributed to modifications in effect on thantra-molecular properties. Thus, itis convenient
chain conformation and/or packifgf:*1!In particular, it was  to start by distinguishing betweémntra-molecular (internal)
suggested that segments of long polymer chains can act agndinter-molecular (external) vibrational degrees of freedom
connectors between organized domains, which could ratio-and to consider the effects arising from their hybridization
nalize the experimental increase in mobility with chain in a later step. From eq 15, two distinct sources of eleetron
length; for smaller chains, the lower connectivity between phonon interactions can be found. First, the site energy
crystalline domains translates into lower mobilities. is modulated byintra-molecular vibrations, which leads to
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electron-vibration interactions with such modes. In addition, parameters® andt®: as briefly discussed in section 2.3,

em is affected by the surrounding (crystal) potential and is these sources of static disorder are referred to as diagonal
thus modulated as well byter-molecular vibrations. The  disorder (involving only terms where = m) and off-
electron-vibration coupling arising from the overall modula-  diagonal disordern(= m).28 The same classification can be
tions of the site energy is termddcal coupling; it is the  applied to the dynamic contributions; local and nonlocal
key interaction present in Holstein’s molecular crystal electron-phonon couplings correspond to diagonal and off-
model*>2°The second source of electrephonon interac-  diagonal dynamic disorder mechanisms, respectively. The
tion is related to the dependence of the transfer inteit@l,  role of both static and dynamic disorder effects on charge
on the spacing and relative orientations of adjacent mol- transport is discussed in section 4.

ecules. The modulation of the transfer integrals by lattice  we now turn to a discussion of the terms present in the

phonons is referred to asonlocal coupling}?”*3 this Hamiltonian of eq 18, starting with the electronic coupling
coupling constitutes the major interaction in Peierls-type matrix elements.

models!3® such as the SuSchrieffer-Heeger Hamiltonian
that has been largely applied to conducting polymdrs. 3.1. Electronic Coupling

organic molecular systems, both local and nonlocal eleetron )
phonon interactions are generally important. The charge-transport properties strongly depend on the

The Hamiltonian including the electreqphonon interac-  €Xtent of electronic coupling. Most rigorously, the magnitude
tion is obtained by expanding, and tm, in a power (or of this interaction is defined by the matrix elemept =

Taylor) series of the phonon coordinates (see sectiort3.2). =~WYaH|%Ws>, whereH is the electronic Hamiltonian of the
In the linear electrorphonon coupling approximation, the ~ SyStém andV, and'V', are the wavefunctions of two charge-

system Hamiltonian is given B§7 localized states (diabatic states), i.e., the states obtained in
the hypothetical absence of any coupling between the
e : : .
H=H,+ Hy,+ Hle—ph + Hgl_ph (18) molecular unit$3” For instance, in the case of two interacting

oligomers (M, and M,) carrying an excess charge, the
diabatic states correspond to the two localized valence
= NV 0g + 0 +
He= D emam an+ > tdy a, (19 structures M*—M} and M—My" (or Ma—Mp, and Ms—
m mn Mp"). The determination of the diabatic states is in general
1 a very challengin_g task; as a resu_lt, it is customary to rely
Hon = zhwqj bqj+bqj + = (20) on a transformation to an adiabatic badis, and W», that
2 can be directly assessed by means of quantum-chemical
calculations (in contrast to the diabatic representation, the
H =N R b+ adiabatic representation is diagonal with respect to the
e-ph z ; ail (% 1)y, electronic Hamiltonian).

q]

qJ
(@, )by 1an @n (1) 3.1.1. The Energy-Splitting-in-Dimer Method

N N—12 . The issue of determining accurate electronic couplin
Hepn =N z hwqj[gmn(q’ )by + (tunneling matrix element) \9alues has long received signifig-
armoEm ey cant attention in many areas of biology, chemistry, and
Im(. Db 13, ay (22) physicst3”-149 The most simple approach, which has been
widely used to evaluate electronic couplings in organic semi-
Here,e® andt)) are the parameters obtained at a reference conductors, is referred to as the “energy splitting in dimer”
(usually equilibrium) configurationN denotes the total  (ESD) method16:122123137.1556 |t js hased on the realization
number of unit cellsHp, is the Hamiltonian of the phonon  that at the transition point, where the excess charge is equally
subsystem withby;* and byj denoting the creation and delocalized over both sites (symmetric dimer), the energy
annihilation operators for a phonon of brarjolith energy differenceE, — E; between the adiabatic statdés and W,
hwq; and wavevector. We recall that, in crystals with s corresponds totgs as a resultty, = (E> — E1)/2. Rigorously,
atoms present in the unit cell, the phonon excitation spectrumthe method requires the use of the geometry at the transition
contains 3s branches (dispersion curves). Among these, theratate (i.e., at the avoided crossing point) of the charged dimer.
occur three branches for whidtwq; — 0 asq — 0; these In practice, the calculations are simplified by either consider-
are referred to as acoustical. The other branches have finiteing the geometry of the neutral dimer or the geometry
frequencies atg = 0, are classified as optical phonon obtained as the average over the neutral and ionic nuclear

branches, and include thietra-molecular vibrationg3>136 coordinates of the monomets!22.123150.157159

For the sake of better understanding, the electigimonon Another major simplification is to apply Koopmans’
interaction He-pn) has been split into local and nonlocal theorem (KT)!° that is, to rely on the one-electron ap-
contributions in eqs 21 and 22, respectively. T€q, |) proximation. In this context, the absolute value of the transfer

and gn(Qg, j) terms denote the corresponding local and integral for electron [hole] transfer from Mto My is

nonlocal electrofrphonon coupling constants. Below, we approximated as

outline the present state-of-the-art in the derivation of

electronic and electrenphonon coupling constants from €L+1[H] — €LH-1]

guantum-chemical calculations. t=——5——— (23)
We note that the electrerphonon interactions produce a

time-dependent variation of the transport parameters and thusvheree ) ande_ 11 are the energies of the LUMO and

introduce a dynamic disorder. The impact of static disorder LUMO+1 [HOMO and HOMO-1] levels taken from the

can be easily incorporated in the model by considering a closed-shell configuration of the neutral state of a dimer

time-independent distribution (usually taken as Gaussian) for (M,—My). Because of its simplicity, the KT-ESD approach
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is currently the most frequently used method for the  The calculations performed with either an orthogonal or
estimation of transfer integrals in organic semiconductors. nonorthogonal basis set yield the same physical observables.
Recent studies have shown that the KT estimates are in goodHowever, the use of an orthogonal representation is more
agreement with the results derived from electron-correlated suitable to build and handle model Hamiltonians such as the
CAS-PT2 (second-order perturbation theory based on CASS-tight-binding model. In addition, the transfer integrals defined
CF) and CAS-SI (CASSCF-State Interaction) calcula- in a nonorthogonal basis set depend on the choice of energy

tions 161,162 origin.*%5Indeed, an electronic Hamiltonian that differs from
) the initial Hamiltonian by a constanH(— H + C) yields
3.1.2. The Orthogonality Issue transfer integrals that are shifted from their initial values as

In the one-electron approximation, the diabatic states areli — & + CS;.*% Since the site energies also experience an
associated with localized monomer orbitdls, The transfer ~ energy shifté; — & + C, it is seen from eq 29 that the

integrals and site energies can then be computed directlyParameters; defined in an orthogonal basis set are invariant
a$L.163 under such an Hamiltonian transformation. Therefore, when

guantitative comparisons of electronic interactions are made
&= [@i“q [An (24) only in terms of transfer integrals, the use of an orthogonal

basis is more appropriate.
I =mAe.0 25
i = iR (25) 3.1.3. Impact of the Site Energy

The matrix elementst; and §; have the same physical Equation 27 shows that the transfer integralcan be
meaning as the parameterandy; in eq 15; however, these  astimated as half 0AE;, only when the site energiesare

two sets of parameters are not identical. Indeed, while the equal. Although the fact thakEy, can be affected by site
monomer orbital§ used to derivé& andt; are nonorthogo-  energies has been previously discussed in the literature, this
nal, eq 15 assumes an orthogonal bagisfo illustrate the  gependence was solely attributed to chemical or geometric
orthogonality issue, we compare below the dimer energy gifferences between the two molecules. We have shown
splittings AE1, = ey — €41 Obtained using both nonor-  recentiy! that there is another contribution to the site energy
thogonal and orthogonal basis sets. Assuming that the dimefgitferenceAe;, (= ¢, — €;) that results from the polarization

HOMO and HOMO-1 result from the interaction of only  qf the |ocalized electronic states by intermolecular interac-
monomer HOMOSAE;, in the nonorthogonal basis is given  {jons. This contribution has often been overlooked, especially

by when dealing with systems formed from identical monomers.
The usual assumption is that the site energies of identical
\/(%2 —&)* 4 45, — 1.SE + &) + &4,SD) monomers are the same; however, this assumption can turn

AE;, = out to be wrong when intermolecular interactions are taken

1- 5122 into account, which can be easily understood from symmetry
considerations. The energy differende;, vanishes only
when the two localized valence structures MM, and M—
t:\/IbJ“ can be obtained from one another by a symmetry
ransformation, that is, when the dimer is symmetric.
Otherwise, when the two molecules are not equivalent by
symmetry, the molecules affect each other differently and
the site energy difference is nonzero. In this case, the ESD
approach can drastically overestimate the transfer integral.
It is also important to note that, even when two molecules
AE}, = \/(61 — &)’ + 4, (27) are equivalent in the crystal environment, this is no longer
necessarily the case when the corresponding dimer is taken
where out of the crystal.

Figure 9 illustrates the potential problem that can arise
1+ &) — 21,8,+ (6 —&W1—S7 from the blind use of the ESD method to estimate transfer
“e =5 2 integrals. We consider the simple example of an ethylene
1-5; dimer where one monomer is tilted around its longitudinal
(28) molecular axis. The calculation okE;»/2 at the density
. 1. . functional theory (DFT) level provides only a slight variation
tio— E(el +€,)S, with tilt angle; AE;,, and thus the transfer integral when taken
t, = 5 (29) asAE122, is predicted to reach its maximal value at the face-
1-5, to-edge configuratiot However, the direct calculations by
~ means of eq 29 show that the transfer integral gradually
The fact that eq 26 reduces Ad;, = 2t;, only whenS,, = decreases with the tilt angle, from its maximum value at the
0 andé; = ¢; might at first sight suggest that the ESD cofacial orientation to exactly zero when the system reaches
approach does not account for spatial overlap and thereforethe face-to-edge configuration. In contrast, the site energy
the transfer integrals estimated in this way could substantially differenceAe;, follows the opposite trend. As a consequence,
deviate from the actual values. However, eqs-18 and in the face-to-edge configuration\e;, is actually the sole
26—29 show that the ESD method can be interpreted as if contributor to the energy splittingE;.. Note also that, for
an orthogonal diabatic basis set were explicitly employed, this situation, the transfer matrix element is a quadratic
so that the transfer integrglhas the meaning of an effective  function of the torsional coordinates; this underlines that
quantity that accounts for both andS;. taking account of the quadratic electrgphonon coupling

(26)

whereS;, is the spatial overlap integral between the HOMOs
of the two monomers. To generate an orthonormal basis se
(1) that maintains as much as possible the initial local
character of the monomer orbitals," Wwdin’s symmetric
transformation can be applied to thg levels!®* In a
symmetrically orthonormalized basis, eq 26 takes the form
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Table 1. Crystallographic Parameters for the Unit Cells of
Oligoacened"'*1"5and Rubrene'’®
0.154 == a8 b c ob ﬁ y
J naphthalene 8.098 5.953 8.652 90.00 124.40 90.00
..... anthracene 8.414 5990 11.095 90.00 125.29 90.00
< tetracene 6.057 7.838 13.010 77.13 7212 85.79
2 0.10 pentacene 6.275 7.714 14.442 76.75 88.01 84.52
a B rubrene 7.184 14433 26.897 90.00 90.00 90.00
E aUnits in A. P Units in deg.
w
0.05 4 2t Table 2. DFT-Calculated Transfer Integrals in Oligoacenes
£,¢, (in meV)
anthra- tetra- penta-
a b ¢ naphthalene cene cene cene rubrene
0.004, . : . . : : ! . 1 0 O 0 0 —4/16 37/34 83
0 20 40 80 80 0O 1 0 -35 —44 0 0 0
0O o0 1 0 0 0 0 0
Angle 12 12 0 -8 -23 -23 85 15
=-1/2 1/2 0 -8 -23 70 —51 15

Figure 9. Evolution of the energy splitting (dotted line), transfer
integral (black line), and site energy difference (gray line) as a
function of the rotation of one ethylene molecule with respect to
the other around its long molecular axis (adapted from ref 81).

could prove to be important in certain situations, such as
torsional motiong34.166.167

This significant polarization-induced effect in the face-
to-edge dimers should not be surprising. A simple rational-
ization is that the slightly positively charged hydrogens of
the “edge” molecule lower the energy of thetype HOMO

are derived for the (1, 0, 0) and (1/2, 1/2, 0) directions in
rubrene and pentacene, respectively. We note that these
estimates are of the same order of magnitude as the
experimental data recently reported for pentacene thin
films®8 and fluorene dimer¥?®

It is useful to stress that a blind application of the ESD
approach for dimers along the diagonal directions within the
ab-plane (herringbone layer) would lead to a significant
overestimation of the electronic couplings. For instance, in

of the “face” molecule. We have tested this hypothesis by he case of pentacene, the EQIE;,/2 calculations would
computing the orbital energies of each ethylene in the dimer rogyit in estimates of 0.214 and 0.189 eV for the electronic
with the other molecule represented by point charges de”Vedcouplings along the (1/2, 1/2, 0) and1/2, 1/2, 0) directions;
from the monomer calculation. The site energies estimatedyese values are about three times as large ashalues

in this way are found to be in good agreement with the
guantum-mechanical calculations using edf28his result

of 0.084 and 0.050 eV. The electronic coupling in oligoacene
and other organic crystals have been recently probed by

underscores the classical electrostatic origin of the site energymeans of DET band-structure calculatidfsi?3 The fit of

differenceAeq,.

the band-structure results to a tight-binding model yields

We note that, in the present neutral dimer approach, theseyansfer integrals for pentacéfiethat are comparable to the
electros_tatlc contributions arise from the interactions betyveen ESD estimates. In contrast, in oligothiophene systEftae
the orbitals of one molecule and the permanent multipole coyplings derived from DFT band-structure calculations were
moments of the other molecule. Therefore, when such fqnd to be somewhat smaller than the ESD values obtained
quantities are of interest, the values for the site energies gt the INDO/S level of calculations. We note, however, that
should be obtained on the basis of calculations that explicitly 5 thorough comparison between these two approaches has
include the charged site into the model to account for the ot peen reported yet.
contributions due to thmduceddipole and higher multipole The transfer integrals strongly depend on the mode of
moments. packing. We have previously demonstrated that even small
. A . L molecular displacements can lead to significant changes in
3.1.4. Electronic Coupling in Oligoacene Derivatives transfer integralé74116123This sensitivity of the transfer

We now turn to a description of electronic couplings integrals to intermolecular separations and orientations is
calculated in the framework of the approach discussed aboveillustrated in the case of tetracene in Figures 10 and 11.
We focus on hole transport in a few systems of interest: Figure 10 shows the evolution of the electronic splittings
naphthalene, anthracene, tetracene, rubrene, and pentacentar a perfectly cofacial tetracene dimer as a function of
Here, the calculations are based on DFT with the PW91 intermolecular distance. Although fully cofacial configura-

functional and the tripl€- plus polarization (TZP) basis set.
As was shown previously for pentacéhand ethylen&°®

tions are rarely encountered in actual crystal structures, it is
of interest to study such geometries as they provide a high-

dimers, the TZP basis set yields reliable results vs larger symmetry reference point and an upper limit for the

basis sets.
We first consider several dimers along various crystal

electronic couplings. The electronic couplings are observed
to decay exponentially with intermolecular distance; this

directions using the crystallographic parameters presentedsimply translates the exponential decay of intermolecular
in Table 1. The results are summarized in Table 2 (we note overlap between the-atomic orbitals when the two oligo-

that the DFT results are generally similar to the previously
reported INDO/S values):'52 As seen from Table 2, the

transfer integrals are larger in the crystals of the more
extended oligomers, which points to wider bands in the
latter!5? The largest transfer integrals, 0.083 and 0.084 eV,

mers are pulled apart. It is important to realize that the
electronic couplings can vary by as much as a factor-of 3
between 3.4 and 4.0 A, that is, within the typical range of
intermolecular distances found in organic conjugated crystals
and thin films.
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molecular crystal is a much more complicated proposition.
e P This is because conventional first-principles methods fail to
1 describe weak intermolecular interactions adequately. For

500+ instance, DFT full geometry optimizations lead to unphysical
W oo caiiire S oo expansions of the unit cell. This issue can be somewhat
. 400 overcome by constraining the cell parameters to the experi-
% mental valued?” 183 the calculations performed for several
£ 3004 system®317718 indicate that the differences between the
= experimental geometry and the optimized geometry obtained
2004 using constrained unit-cell parameters are insignificant. In
| addition, the phonon spectra in benzE€hand thiophene-
100 etectrons based crystalg® obtained in this framework compare well

with inelastic neutron scattering data. While we can expect
that an increasing number of first-principles investigations
033 I el e = R e R on the lattice dynamics of organic molecular crystals will
i i i i i i i i i appear in the near future, current studies remain based on
d spacing (A) empirical potential energy models (force fields), in which
Figure 10. Evolution of the INDO-calculated transfer integrals intermolecular interactions are described by empirical atom
for electron and hole transfer in a tetracene cofacial dimer, as aatom potential$!®18+191 sych calculations in many cases
function of intermolecular distance. make use as well of the rigid-body approximation, in which
i i i the intramolecular geometries are frozen.

Figure 11 describes the evolution of the hole and electron ¢ rigid-body approximation finds its justification in the
transfer mtegrals in cofacial d|mers when one of the tetracenefact that, as a result of weakter-molecular interactions,
molecules is translated along its long or short axis. AS e restoring forces fomtra-molecular deformations are
expected, the overall effect of such displacements is to reducey,ch |arger than those related to changes in intermolecular
the wavefunction overlap and thus the electronic coupling. 5rrangements. Therefore, to a first approximation, the separa-
However, the most interesting result is the appearance of(ion petween the internal and external degrees of freedom
oscillations in the values of the couplings for translations ¢ the molecule is retained in the crystal. This model
along the long molecular axis. As a consequence of the gignjficantly simplifies the calculations and leads to a more
differences in oscillation periods for electron and hole transfer ;1 jitive physical picture, since external lattice modes make
integrals, even small translations can lead to situations wherée molecules move as a whole around their equilibrium

the couplings for electrons are larger than for holes and hence,sitions in the form of translational and rotational (libration)

where electrons can possibly be more mobile than holes. Theoscillationsl.36Applicability of the rigid-body approximation

calculated evolutio_ns can be rationalized in terms of.the phaserequires that the frequencies of the internal modes be very

and nodal properties of the HOMO and LUMO orbitals of & ¢j556 10 the frequencies of the molecules in the gas phase.

single tetracene moleculéln the HOMO level, for instance, The normal coordinate§(n) of a molecule located at

the distribution of the positive and negative linear combina- |aitice siten and the internaIJ phonon coordinate, j) are

tion of atomic orbitals (LCAO) coefficients shows a change |q|5ted through the expressiéh

in the sign of the wavefunction for every benzene ring. This

pattern leads to extrema in the calculated electronic splittings N2 (R, .

for degrees of translation along the long molecular axis Qi(n) =N Ze(q )Q(q’J) (30)

roughly corresponding to multiples of the ring size. Another a

interesting result is obtained in the case of translations along

the short molecular axis. As seen from Figure 11, both hole

and electron transfer integrals vanish only for translations

over 6.0 A, which actually corresponds to more than twice A

the lateral width of the carbon backbone of the tetracene Q(,)) = /—(bqj + bqu.*) (31)

molecule. These observations highlight that estimates of the M

electronic coupling purely based on the “spatial overlap”

between the two molecules can be very misleading. whereM,; is the reduced mass of mo€g. As follows from
Two major conclusions can be drawn from these results: our earlier discussion, the internal phonon modes are optical

() The critical parameter in determining the electronic in character.

couplings is the wavefunction overlap. (i) The marked In addition to intramolecular vibrations, each molecule is

dependence of the transfer integrals on small molecular characterized by six external coordinates comprising three

displacements point to the significance of nonlocal eleetron translations and three rotations. Therefore, in the rigid-body

The transformation to second-quantization representation is
obtained by making the following substitutié#f:

phonon couplings (vide infra). approximation, for each value of vectqr there exist 6s
lattice modes, where s denotes the number of molecules per

3.2. Electron —Phonon Interactions unit cell; among these modes, three are acoustic modes and
the other 6s-3 modes are optical. The external coordinates

3.2.1. Internal and External Vibrations can be written in terms of the creation and annihilation

The current level of quantum-chemical methods, in OPerators as
particular, those based on DFT, provides a reliable descrip-
tion of theintra-molecular (internal) vibrational spectra of A iR N
organic molecules ranging from small to relatively large. Ungs = Y s/ -————8,4(0, )€ (by; +b_g;") (32)
However, calculating the vibrational modes in an organic a7 Y 2MgNw;
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Figure 11. Evolution of the INDO-calculated transfer integrals for electron and hole transfer in a tetracene cofacial dimer, as a function
of the degree of translation of one molecule along its long axis (left) and short axis (right); the intermolecular distance is set at 3.74 A
(which is the intermolecular separation found in the rubrene crystal along-theection)!’® The HOMO (top) and LUMO (bottom)
wavefunctions are presented as well in the figure on the left.

Here, thes,s terms represent the vibrational amplitudes with
o = 1to 3s ands = 1 to 6; enumerates the generalized 2
displacements (translationgh = 1 to 3; and rotational;3

= 4 to 6); therefore, forf = 1—3, Mg represents the
molecular mass and, fqf = 4 to 6, My represents the
molecular moment of inertia around the corresponding
principal axis. The lattice phonon frequencies and vibrational
amplitudes are obtained by standard diagonalization of the
related dynamic matrik3>136

@)
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>
o

]

cmmm Yooy

3.2.2. Local Electron—Phonon Coupling

When just keeping the local electrephonon coupling
(gnm= 0) in eq 18, the standard Holstein-type polaron model
is obtained?>-28 The physical meaning of the local coupling
constants can be readily understood by considering the
limiting case of weak electronic couplinghg = 0). In this
case, the Hamiltonian for a single charge carrier in the lattice
can be diagonalized exactly with the resulting energy given Q
byt17

)\'(1)

rel

€------==-

N
rd

Figure 12. Sketch of the potential energy surfaces for neutral state
1 and charged molecule state 2, showing the vertical transitions
1 1 (dashed lines), the normal mode displacem&®, and the
_ 12
En=cy — N %hwqjlgm(qv DIF+ ;hwqj(nqj + 5) relaxation energiesl) and 3.
(33)

The electron (hole) is localized on a single lattice site with
a stabilization energy referred to as the polaron binding
energy,Epor:

coordinatesQm(j). In the harmonic approximation, we obtain
(0) : : 1 2~ 20
en(Q = em' + 3 Vn()Qul) 2 3 Mo Qnl)  (35)
] ]

where

1 _
Boor =1 2./100,18n(0 )I° (34)
q]

g

ol
The polaron binding energy results from the deformations Qnl) Q=0
in molecular and lattice geometries that occur as the carrier Sincee,, is the energy of a frontier molecular orbital (HOMO
localizes on a given site. This quantity is thus closely related and LUMO for hole and electron transport, respectively),
to the reorganization energy in electron-transfer theories. Theeq 35 actually represents the adiabatic potential surface of
contribution to the polaron binding energy arising from the the charged molecule obtained in the one-electron picture
internal degrees of freedom can be obtained by expanding(Koopmans’ theoremY¥° Figure 12 shows the potential
the site energym in powers of molecular normal-mode energy surfaces for electronic states 1 and 2, which cor-

V(i) = ( (36)
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respond to the neutral state and the ground state of the 70
charged molecule. Assuming that the normal vibrational | mma@
; 60
modes of both states are the same, the geometry relaxation . (b)
energies occurring upon vertical transition from the neutral - ]
state to a charged state and vice versd, (1) are equal ]
and given by < 40
SR
Z z VA() € 4]
A= DA = (37) 2
i w
(note that, since all molecules have identical vibrational Loy
Hamiltonians, we have dropped the index (m) that labels 07 L i 1
the molecules). By making use of eqs 30, 34, 36, and 37, 250 500 750 1000 1250 1500 1750 2000

we obtain thaE,. = A, i.€., theintra-molecular contribution

to the polaron binding energy is equal to the geometry
relaxation energy upon charging the molecule. We note that Figure 13. B3LYP/6-31G** estimates of the vibrational couplings
translation symmetry requires thag,(q, j) = €%Rwg(q, in naftphtdhalene derived by means of eq 36 (a) and eq 40 (b); see
j).r2r128.192yrthermore, the internal optical phonon modes text for discussion.

are assumed to be dispersionless; therefore, the couplingrable 3. B3LYP/6-31G** Estimates of the Polaron Binding
constanig(q, j) does not depend on the phonon wavevector Energies (meV), Obtained from eq 40 a€po = 1/24re0rq, Related

; N\ = Afi i i to Electron Transfer (ET) and Hole Transfer (HT) for the
a, thgt is,0(, j) = g(j). By comparing eq 37 with eq 34, we Compounds Shown in Figure 14

w(cm’)

obtain
molecule Epq (ET) Eyo (HT) molecule Eyo (ET)  Epo (HT)
5 VA()) A 1 129 93 9 81 48
g0 == (38) 2 100 69 10 80 47
2Mjhw; @ 3 80 57 11 119 59
4 66 49 12 107 74
It is useful to point out thag(j) is directly related to the 5 150 83 13 162 175
Huang-Rhys factor§ = g¥(j); this dimensionless factor is 6 128 o4 14 147 163
commonly used in molecular spectroscopy and electron- ; 182 gg’ ig ﬁg izg
transfer theory.
As discussed in more detail elsewhé&&1%the intramo-
lecular reorganization energii{ory associated with aimter- tion; in addition, no assumption is made regarding the
molecular electron-transfer reaction of the typg MM, — normal-mode coordinates of the two states, the only limita-
Ma—My, is given by tion being the use of the harmonic approximation. In the
case of oligoacenes and their derivatives, whose radical-
Aroorg= lf;,) 4 ,1%) (39) cation and radical-anion ground states are well described by

the one-electron approximation, both models yield similar

Thus, within the approximations described above, the polaroncouplings. As an illustrative example, the results obtained

binding energy is equal to half the reorganization energy, for naphthalene are compared in Figure'¥3.

i.e., Epol = Areord2. When only the total relaxation (polaron) energies are of
The electron-vibration coupling constants can be evaluatedinterest, A%} and ) can be calculated directly from the

directly by using eq 36 and computing the respective adiabatic potential energy surfaces (see Figure 12) as

derivatives numericall§?>1%" The advantage of this approach

is that, by taking the geometry of the neutral molecule igz EQmM) — EQm) (41)

as a reference, only the normal modes of this state are

required. An alternate approach, widely used in our group,

is based on geometry optimizations and normal-mode

calculations of both the neutral and charged molecular

Stated16123,153.193,194,19201 The partition of the total relaxation ~ Here, E%(M) and E%(M**) are the ground-state energy of

(polaron) energy into the contributions from each vibrational the neutral state and the energy of the charged molecular

28 =eOmM™) - EOM™) (42)

rel

mode is given by state, respectively, (B(M) is the energy of the neutral
molecule at the optimal ion geometry, anf)@1*) is the
MjwjzAsz energy of the ion state at the optimal geometry of the neutral
Epol = At = 2,11_ = z . (40) molecule. . o
] 7 2 Table 3 collects the DFT estimates of the polaron binding

energiesEy(HT) and E,q(ET) associated with hole- and
Here, AQ; represents the displacement along normal mode electron-transport processes, respectively, in the series of
Qi between the equilibrium geometries of the neutral and fused polycyclic benzene-thiophene oligomers illustrated in
charged molecules; as seen from eqs 37, 38, and 40, therigure 14. These molecules are of interest for application in
vibronic coupling constang(j) and V(j) can be easily  organic electronic&3193.19419.19%n gligoacenes and acene-
obtained from the displacemems);. Since this approach dithiophenes, the electretvibration and holevibration
is based on total energy calculations for the neutral and interactions show similar patterns. In both series, we find
charged states, it goes beyond the one-electron approximathat (i) the overall holevibration coupling is significantly
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Figure 14. Molecular structure of benzene and/or thiophene fused-ring oligomers: naphthleargtiracene?), tetraceneg), pentacene
(4), benzo[1,25:4,5b'|dithiophene §), benzo[1,2b:5,4b']dithiophene 6), naphtho[2,3:6,7-b']dithiophene T), naphtho[2,33:7,60']-

dithiophene @), anthra[2,36:7,84'dithiophene 9), anthra[2,35:8,74']dithiophene 10), thieno[2,3£:5,44]bis[1]benzothiophenel(l), thieno-
[3,24:4,5f]bis[1]benzothiophenel@), trithienoacenel3), tetrathienoaceneld), pentathienoacend¥), heptathienoacend ).

50 - - nondegenerate. As a result, according to group theory, only
totally symmetric vibrations contribute to the relaxation
401 " COQ " energy. The situation quickly becomes more complex when
s, ' the molecules possesda or higher symmetry. This is the
case, for instance, in discotic systems such as triphenylenes
E and hexabenzocoronenes. The 3-fold symmetry of the
Al E conjugated discs often introduces a double degeneracy of
the frontier electronic levels. F@; symmetry, the addition
or removal of one electron from such degenerate levels leads
to a degeneratéE electronic ground state which makes the

20

E' Al

104

lll l 1
Al D3 configuration of the charged system unstable. As a

40+ Rx“ “’%R consequence, new vibronic channels due to 3dftler and/
N—QN or pseudo-JahnTeller interactions open up. Our recent
A 'S work!6 shows that the electretvibration interactions in
" A b triphenylene derivatives can be significantly affected by
minor chemical changes; we found that the overall hole-
e - E" polaron binding energy in triphenylenBysf = 90 meV) is
‘ | I nearly doubled when introducing six OH groups on the
ol | ll el Ll Ay T ) , . periphery Epol = 165 meV). In addition, as seen from Figure
0 250 500 750 1000 1250 1500 1750 16, the nature of the vibronic interactions markedly changes
Frequency (cm”) with nitrogen substitutions as, for instance, in hexaazatriph-
Figure 15. Contribution of the vibrational modes of the triph- enylene (HAT). The vibronic coupling in triphenylene is
enylene and hexaazatriphenylene molecules to the polaron bindingdominated by Eand A’ modes. The introduction of the six
energy, as calculated at the unrestricted B3LYP/6-31G** level.  njtrogen atoms in HAT leads to a significantly different
o ) . ) picture: while the interaction with JakiTeller (E) modes
smaller than the electrervibration coupling; (ii) the main o mains moderate, the decrease in energy gap between the
contribution to the polaron binding energiBs,(HT) and  0nd electronic sta®E’ and the lowest excited electronic
Epo(ET) comes from high-energy vibrations; and (iil) the = giae2a v which is calculated when going from triphenylene
e]ectrpns interact more strongly than holes with low-energy HAT, favors in the latter system a strong pseudo-3ahn
vibrations. g o _ Teller (interstate) coupling of these two electronic states with
When, in addition to the terminal rings as in acene- » v anq B modes. A systematic study of the impact of these

dit.hiophene_s, other benzene rings are also replqced WithJahn—TeIIer and pseudo-JahiTeller interactions on the
'th|op'hene rngs, these .trends no 'Of‘ger hOId' For !nStance'transport properties in discotic systems is still to be per-
in going from anthradithiophene to thienobisbenzothiophene, formed

the interaction of holes with low-frequency vibrations ) ) o )
becomes significant and is larger than the corresponding The DFT calculatl_ons we carried out on rigid macrocyclic
electron-vibration interaction (see Figure 15). The same Systems such as oligoacenes show that the two components
pattern is true in oligothienoacenes that consist of fused A2 and Ay of the total reorganization energy (see eq 39)
thiophene rings; in addition, in these compoungg,(HT) are nearly identical. However, the situation is different in
becomes larger thaB,q(ET).153:193:198,199,201,202 oligothiophenes where these two terms differ significantly;
We note that the neutral, radical-cation, and radical-anion see Table 4. This is a consequence of the backbone flexibility
ground states of all systems shown in Figure 14 are orbitally present in oligothiophenes as a result of inter-ring torsional
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Figure 16. B3LYP/6-31G**-calculated electron and hole-vibration
Table 4. B3LYP/6-31G** Estimates of the Relaxation Energies

Obtained from eqgs 41 and 42 for the Thiophene Oligomers i
(with n the Number of Thiophene Rings)

molecule 29 (meV) 22 (meV)
T1 200 204
T2 187 237
T3 162 211
T4 153 192
T5 142 172
T6 136 165
T7 126 147
T8 119 137
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couplings for compounds 10, 11, and 15 of Figure 14.

cal approaches, we have exploited the fact that the line shape
of the lowest gas-phase ultraviolet photoelectron spectros-
copy (UPS) bant#31%is directly related to the geometry

relaxation energyl%) (and thus to the polaron binding

energy Epo). In all the systems we studied to date, we found
that, among the standard DFT functionals, B3LYP provides
the best description of the geometry modifications upon
ionization?® The excellent agreement between the experi-
mental and simulated UPS spectra using DFT/B3LYP
frequencies and hotevibrational couplings confirms the

reliability of DFT/B3LYP estimates.
Overall, the photoelectron spectroscopy data and DFT

motions. When planarity constraints are used, the relaxation"€Sults show that in organic molecules the intramolecular

energies.d andA{}) nearly coincide® For similar reasons,
the addition of flexible phenyl side-groups leads to an
increase by 40% of the holevibrational coupling when
going from tetraceneH,, = 57 meV) to rubreneH,q = 80

meV) 253t should be kept in mind, however, that in the solid

state such torsional motions can be hindered. For instance

in single crystals, oligothiophenes tend toward a coplanar
conformation* this makes the impact of torsional motions
on the electrorrvibration coupling less important than what
is estimated from gas-phase properties.

It is important to mention that the flexibility of the

contributions to the polaron binding energy do not exceed a
few tenths of an eV. The smalldSt, (Ar) energies are found

in large, rigid conjugated macrocycles, such as pentacene,
fullerenes, phthalocyanines, and discotic molecules where
values can be as low as 0:68.05 e\/116:123,153,193196,198,199,202

An Eyq value of 0.05 eV has also been reported in the case
of trans-polyacetylene.

We now turn to the discussion of the contribution to the
polaron binding energy arising from the external (lattice)
degrees of freedom. In analogy to the outer reorganization
energy involved in electron-transfer processes, these contri-
butions come from the polarization of the surrounding

molecular backbone can lead to significant anharmonicity medium. The first model describing this electrgshonon
of the adiabatic potential surfaces of the neutral and chargedmechanism was worked out by Gosar and @%oand

states, and as a result, to marked differences between thejiscussed later by several auth#&20
force constants of these states. In such situations, the linear When an electron (hole) is localized on site m, its site

electron-phonon coupling model expressed by eq 18 must

energyen is modified by the interaction of the excess charge

be extended and include higher-order terms to reach anyit the multipole moments (both induced and permanent)

adequate description of the charge-transport paramiéteps.
To obtain an experimental estimate of the holération

of the surrounding molecules. Considering only the interac-
tions with the induced dipole moments and assuming an

couplings and to assess the adequacy of the various theoretiisotropic molecular model, the contribution tg due to
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electronic polarization is given by 100
80 :
o€ 60 Anthracene f&i f
€m= _z - (43) ] g
" 2R, — Rn|4 40
=01 3 eV

Here, oy is the average molecular polarizabillity and the sum electron
overn runs over all molecules in the crystal. The electron ]
phonon coupling results from the modulationegfby lattice -20 -42 meV hole
vibrations that takes place via the modulation of the distances
Rmn = |Rm — Ry| between molecules m and n. The change ]
in em resulting from the translation of the molecules (acoustic -60

modes) from their equilibrium position is equal to

04 equilibrium

t (meV)

-40 4

-80 4

2 -100 T T T T T T T T T T T T T
200" (R — Rp)g(Upy — Up)g 57 58 59 6.0 6.1 6.2 6.3
Ae, = % : (44) e
n, R

mn

Figure 17. PW91/TZP estimates of the transfer integrals in an
anthracene dimer as a function of the intermolecular separation
with 8 varying from 1 to 3. Expanding the displacements in along the short crystal axis.

terms of the creation and annihilation operators according ) _ _

to eq 32 and comparing the result with eq 21 leads to the Table 5. Nonlocal Hole-Phonon Coupling Energie&£" in

. . . . Oligoacenes (meV) for the a, b, and d (diagonal in th@b Plane)
following expression for the coupling constafit: Directions (defined according to Table 1)

naphthaler®e  anthracen® tetracen@  pentacene

2 _ .
®q, i) = 20,67 (R, Rn)ﬁéﬂ(qvj)/ 1 172 G 12 P — 0
9m'9. ) Z 6 \ 3 =K 0.4 0.1 0.01 6 (9)
" Ronn 2Mgha(q, J) to —46 48 -71 0
igRm __ ~i9Rn gn 2.7 2.3 0.3 0
(€ €™ (45) ta 14 2 1 —98 (~73)
nl 0.2 1.3 0.1 5(4)

When applying a Debye model for the acoustic phonons,

Vilfan estimated® that in anthracene the contribution from 20n the basis of parameters obtained from ref 232n the basis
this interaction to either hole or electron polaron binding °f Parameters obtained from refs 187 and 214.
energy is about 40 meV.

An alternative estimate of the lattice contribution was changes in intermolecular distand®g, it is defined as the
obtained by Brovchenk®? With an approach based on first derivative of the transfer integrakh, with respect to
empirical atom-atom potentials (such an approach is similar Rmn (3tm/dRmn)o.2* Unfortunately, to date, a systematic
to that based on the adiabatic potential energy surfaces usedhvestigation of electronphonon coupling constants for
to evaluate the intramolecular relaxation energy), the overall acoustic phonons is missing. Our experience in calculating
change in polarization energy in anthracene, due to the latticetransfer integrals underlines that this interaction can be strong
relaxation after a localized charge is introduced into the (see section 3.1). For instance, in the equilibrium geometry,
crystal, is estimated to be about 15 meV. These calculationsthe transfer integral between two adjacent anthracene mol-
also suggest that the contributions to the lattice relaxation ecules along the short crystal axis, see Figure 17, is calculated
due to rotational motions (librations) are negligible. Thus, to be about 0.041 eV; modifying the equilibrium distance
the few results reported so far in the literature suggest that, by only 0.05 A (according to molecular dynamic simulations
in contrast to the case of electron transfer in solution (where by Deng and Goddar##? the displacements at room tem-
the relaxation energy is usually dominated by outer contribu- perature are expected to be even larger) leads to a variation
tions), when considering organic crystals, the intramolecular in the transfer integral of about 30%.
contributions are expected to be of the same magnitude as, In crystals with two molecules per unit cell, three optical

ﬁrovigsgr I?é%igctﬂzn’mgﬁg ccoonncflrlljt;lij\fg)r;])isctg?emretqhueir;gttrlr(\:gr'e modes exist arising from the translational motions of the rigid
rigorous (’:alculations of the polarization-type coupling con- molecules. Near the band centgr 0), these motions are

directly related to changes in intermolecular distances and
stants. ; . .

therefore are expected to play an important role in modulating
the transfer matrix elements. The nonlocal coupling constants
for this type of phonons have been recently estimated for a

The nonlocal electronphonon couplingym, as mentioned ~ few systems31.187.213214To provide more insight on the

above, is related to the variations in transfer integrals due tostrength of this interaction, we evaluated the hole-phonon
modulations in the distances and relative orientations betweencoupling energye™ in oligoacenes, by using eq 34 (replacing
molecules. In the rigid-body approximation, this mechanism gm by gmy) and the parameters given in refs 131, 187, and
is entirely due to the interactions with the lattice (external) 214.E" is the equivalent in the nonlocal case of the polaron
phonons. The impact of acoustic modes on transfer integralsbinding energy for local electrefphonon interaction. The
was first discussed by Friedm&H.As in the case of local ~ E" values together with the corresponding transfer integrals
coupling, the nonlocal coupling takes place mainly via are collected in Table 5.

3.2.3. Nonlocal Electron—Phonon Coupling
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The data do not show any clear trend, except that the Scher and Montrofi#* using the continuous time random
coupling constants in pentacene are larger than in smallerwalk (CTRW) model and was later simulated bysBker and
oligoacenes. However, this is likely due to the different levels co-workers?*>-247 It was shown to agree with experiments
of theory used to estimate the transfer integrals (INDO on of Bassler and of Haareéf824°who measured transport over
dimer for pentacerfé* and DFT band structut& for the many orders of magnitude in time.
other systems); in addition, only the coupling with three  For an extensive review of all of this work, see the
libration modes is considered in ref 131, while in ref 214 monographs by Pope and Swenb&§jlinsh and Capek!’
the coupling with all low-energy optical modes is taken into and the earlier volumes in the serielysics and Chemistry
account. As seen from Table 5, except for the diagonal of the Organic Solid Statedited by Fox> The polaronic
direction in theab plane, theE™ values do not exceed-3.0% and disorder charge-transport mechanisms have been also
of the respective transfer integrals. Interestingly, the main discussed in detail in several reviews and textbdéks>
contribution (99%) toE™ along the short crystal axis in  Here, we simply outline the main characteristics of the most
pentacen@“is due to the lowest three energy phonon modes popular models.
in the range of 2770 cn%; this range is much larger, 27
200 cntl, for the nonlocal coupling along the diagonal 4.1. Polaron Models

direction within theab plane. This trend is in line with recent The most detailed transport theories are those based on

results reported by Troisi and Orlandi for pentacene and . . -
anthracene using an approach that combines INDO CalCula_elaboratlons of the 1D Holstein molecular model. Phenom

tions for the transfer integrals with molecular dynamics g;gg%gaggggges’rg‘;é‘;}g'ﬁgvzaggetgegzggst?jlpoallar?ir; d
simulations for the crystal latticé® These authors show that bp ’ y app

the variations in transfer integrals due to thermal fluctuations :2 as‘ggrgbzagf Lgiﬁgﬁfg t|c->|Ogvi\é(in}gét?;r?eerrslogfeIr?\ig?)s“églt?g
of the lattice are of the same order of magnitude as the P P 9 b

. o rameters and temperatures. A mor neral understandin
corresponding average values. This is a clear indication thatPa'a eters and temperatures ore general understanding

> 2 e . is provided by microscopic theories that are valid for arbitrary
the nonlocal electronphonon coupling is significant. Evi strengths of electronic coupling and local electr@honon

i?ﬁgfni ocl)(fe gslig?gm%?i%inﬂngg ecgnthfgl};a(\jnsgs r érr]itr?]gernatgﬁn itseinteractions and over the full range of temperatures (derived,
manv oraanic dimers&7169.202215rhus. an im oprtant conclﬁ- for instance, from a density matrix appro&éha generalized
y org ' K P master equation approaéfi,or more recently a dynamical

(S:t)?e;vs?c iﬁ"ﬂ i;g;ll\i/nztsthsfeﬁi??hclasntgr%to::gloéﬁe%nICI mna;ﬁrlals mean-field theor§?9). According to general and perturbative
Y y microscopic model$126:252253.25¢he total mobility can be

coupling appears to be an important interaction and should o
be included in charge-transport models. However, we iég:ﬁéaﬁgn? a good approximation as a sum of two

emphasize that the calculations of the vibrational couplings

with all modes, at a high level of theory and over a much _

larger range of systems, is still required to provide a better 1= tun ™+ Hiop
understanding of the nonlocal electrgphonon interactions

and their impact on charge transport. In particular, even Here, the first term is due to electron tunneling (coherent
though the interactions with acoustic modes were the first €lectron transfer) and dominates transport at low tempera-
to be considered, the actual strength of acoustic-like nonlocaltures; the second term is related to hopping motion (incoher-

(46)

interactions is not well-established yet. ent electron transfer) and becomes dominant at higher
temperatures. The relative contributions of each mechanism
4. Overview of the Main Charge-Transport depend, however, on the actual values of the microscopic

Mechanisms parameters (electrerphonon coupling, electro_nic and phonon
bandwidths, and phonon energy). Illustrative examples of
The study of electron and hole transport in organic the temperature dependence of the mobility for lagfest
materials has a long history going back 60 y&4érs!8when 1) and weak > < 1) electror-phonon couplings are
the semiconducting nature of organic crystals, their photo- schematically depicted in Figure 18. In the case of weak local
conductivity, and electron and hole mobilities were first electron-phonon couplings ¢ < 1), the mobility is
studied in these system&21%225 |n the 1960s, early theoreti-  dominated by tunneling and displays a bandlike temperature
cal work was done by LeBlafé*' and the Chicago dependenceu(~ T ", wheren > 0) in the whole range of
group?26-22% |t was clear from the beginning that the purity temperature®® For intermediate > < 1) couplings, the
and molecular order in these crystals were of primary concernmobility is bandlike at low temperatures; however, due to a
for the semiconducting properties, and much work was done significant increase in hopping contributions, it exhibits a
to improve these propertié3?30-234 By the 1970s, the groups ~ weaker temperature dependence at high temperatures. For
at Xerox, Kodak, IBM, and others were investigating strong local couplingsgf > 1), three distinct temperature
transport in highly purified crystals as a function of regimes occur; see Figure 18: (i) at low temperatules<(
temperaturé®.23523 |t is worth stressing that Karl at Tj), the mobility is bandlike; (ii) as temperature increases,
Stuttgart spent 40 years purifying and growing crystals of the hopping term starts to dominate, and the mobility exhibits
the simple aromatic hydrocarbons so that the intrinsic a crossover from coherent transport to an incoherent,
properties can be understobdlhe theoretical work of  temperature-activated transport; (iii) if the system can reach
Kenkre and co-workef’ 243 to describe the electren very high temperatured (> T,) at which the thermal energy
phonon interactions that can relate to the observations inbecomes large enough to dissociate the polaron, the residual
highly purified naphthalene and other crystals should also electron is scattered by thermal phonons and as a result the
be mentioned. In the mid 1970s, the theoretical description mobility decreases again with temperature. The crossover
of hopping transport in disordered materials leading to temperatured; and T, are defined by the combination of
dispersive transport was laid out by Scher and®and microscopic parameters; depending on the actual values of



946 Chemical Reviews, 2007, Vol. 107, No. 4 Coropceanu et al.

4.0 egs 49 and 50 for the general and classical limit cases,
respectively:
(2]
£3.04 p ea2t2 [
) hop ™ [g cschﬁwOIZKBT)
0204
5 ;{ 29 tam‘( )] (49)
Et AkgT
3’1 0
o et m |
lLthOp kBTh ZEpOIkBT exp( EpoI/2kBT) (50)
304 At very high temperaturess,o < 2kgT and eq 50 yields a
- T-32 dependence of the mobility in agreement with non-
2 perturbative microscopic theorié®:?42.256.25 hjs jllustrates
3 25+ the crossover from the temperature-activated regime to the
g residual scattering regime.
5 l ) We now turn to the discussion gfu,. In the case of wide
g 207 hopping T residual conduction bands, according to band theory, the drift mobility
g‘% 2 scattering is given byuwn = er/mesr, Wherert is the mean relaxation
= 154 Y time of the band states (related to the mean free path of the
tunneling charges), and is the effective mass of the charge carriers
l T (in 1D systemsye = h¥/2ta?). In this case, the charge moves
0 T—m coherently in a wavelike manner but is scattered (relaxed)

Figure 18. Temperature dependence of the mobility predicted by by pho_nons from one mome_ntum state to another._ This
Holstein polaron model for the limiting cases of strong and weak Scattering causes the wavelike nature to change into a

electron-phonon couplings. diffusive process. o
In the narrow band limit, however, all band states are

equally populated as a result, the coherent part of the
T, and T, only one or two transport regimes might be mobility is given by26
experimentally accessible for a particular system.

A significant insight into polaron transport has been 2ea (T),»
obtained from the analytical results (vide infra) derived by Hun = kBT K2 (M
Holstein in his seminal work?>126 Although these results
are based on perturbation theory and limited to the case of,, i,
very narrow electronic bands (small transfer integrals), they
are still extensively used in the literature for qualitative _ 2
interpretations of experimental data and as a benchmark for (T) = texp —g" cothfiwg/2ks T)} (52)
new thepreﬂcal m°d¢'s- We”flrst consider the hopping A formal analysis shows that the relaxation tin{@&) of the
meczha2|sm. (‘jl'_he hoppr']r_‘g mobilifysop, caN bde ?btaollngd frﬁm band states is equal to that of the localized states; therefore,
g.c]ﬂf g ccorffllng t(t)Dt' IS e?LlJDat'om:hOP IS define b ét_e in the lowest-order approximation(T) is defined by the

iffusion coefficient,D; In a 1D systemD s given byD = hopping ratecer since 1#(T) = 2« (a factor of 2 appears
&er; here,a denotes the spacing between molecules and since in a 1D model there are two neighbors to which an

ket IS the hopping (electron transfer) rate between adjacent : : : :

sites. In the framework of small polaron theory, in the case electron can hop). By inserting eq 47 into eq 51, we obtain
ha) 1/2

energy hwo and characterized by a coupling constant g csc?‘( 0)

(according to eq 34, the polaron binding energy is in this ea’ @o 2T,

of electron-phonon interactions with an optical phonon of
case equal té&po = Awog?), the hopping rate is given B3f Hun = ks T [ b4

(51)

exp(—2g° cschiwy/2ksT)) (53)

Note that, because of the assumptions that the band is narrow
and the temperature is larger than the electronic bandwidth
47 (as well as other assumptions on the width of the phonon
) ) o ) band), the expression does not depend.dfquation 53 is
It follows from eq 47 that in the classical limit for which  ysyally used to discuss the coherent part of the mobility at
hiwo < keT, ker obeys a standard Arrhenius-type law: low temperatures. We note, however, that since it was
" derived by assuming a narrow band limit, its application is
- restricted to temperatures such thafl > 4t(T).?%° An
exp( EpO'IZkBT) (48) illustrative example of the temperature dependencengf
and uwn, as obtained from eqs 49 and 53, respectively, is

When taking into account th&y, = Aeord2, ONne finds that ~ shown in Figure 19.
eq 48 is identical to the classical Marcus equadlttbifior An important feature of the small polaron theory, which
electron-transfer rate. Using eqgs 2, 47, and 48, we obtainprovides the origin of the bandlike to hopping crossover, is

t2[ 7

1/2 2
Roog exp[—2g~ tanhfiw/4kg T)]
A

Ker =
g'csc

P & I 2
BT h 2Epo|kBT
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30 and can lead to band broadening. It was also shown that in
1 general nonlocal coupling increases scattering, thereby
25 reducing the tunneling (bandlike or coherent) contribution
to the mobility.

A microscopic model based on the Holstein model
20 M generalized to higher dimensions and utilizing the generalized

hop master equation approach has been applied by Kenkré%t al.
Hiun to explain the temperature dependence and anisotropy of
charge transport in naphthalene. This model was found to
reproduce the experimental mobilities very well. However,
101 the fitting was based on directionally dependent local

; electror-phonon interactions and on values of electronic
5 coupling of 2 meV that are significantly smaller than the
DFT and INDO estimates.

A microscopic charge transport theory based on a Holstein-
1o Peierls-type Hamiltonian has been recently presented by
k,T/nho, Bobbert and co-workers$1260Using this model and micro-
Figure 19. Temperature dependence of the tunnel and hopping Scopic parameters derived from ab initio calculations, the
contributions to mobility, using the parametgs= 10 andt = authors were able to reproduce the experimental data in
Rawo naphthalené®® The model, however, only accounts for the

) ) o intermolecular optical modes; thus, it neglects the contribu-
given by eq 52: the electrerphonon interaction is seento  tjons fromintra-molecular vibrations and, more importantly,
reduce the transfer integral (bandwidth). The band narrowing {he coupling to acoustic modes that appears to play a
is temperature dependent with the polaron band narrower atgjgnificant role in charge transport. The Bobbert approach,
higher temperatures. Thus, the polaron mass is larger atyg well as the Munn and Silbey approach, are based on a
higher temperatures, thereby reducing the bandlike mobility. nonlocal-type canonical transformation (an extension of the
Since the hopping contribut_ion increases with temperature, gmg|| polaron approach) while omitting specific terms. The
a crossover from one regime to the other is predicted. consequences of these approximations and, therefore, the
Evidence for band narrowing with temperature has been range of validity of both models are still an open question,
recently reported by Koch et al. for a pentacene thin film on although both give qualitative results in agreement with
graphite'®® Angle-resolved and energy-dependent ultraviolet experiment.
photoelectron spectroscopy measurements show that the Recently, Hultell and Stafstno?! and Troisi and Or-
valence bandwidth along the pentacene (100) direction |, qps2 hav’e discussed the problem of charge transport in

decreases from 240 meV at 120 K to 190 meV at ro0m 4anic semiconductors by using numerical solutions of the
temperature. time-dependent Schadinger equation and treating the vibra-

Interestingly, a direct application of eq 52 to pentacene ,ns ¢jassically. Only local coupling was considered by the
crystals using the DFT estimates for the parameters corre-omer authors and only nonlocal coupling was considered

sp_onding tdntra-molecular polaron coupling fails to explain by the latter. From the discussion of the microscopic
this temperature effect because of the high energy of the ,5. meters given in the previous section, it is clear, however,

mtrat;moleclu!ar (\j/lbrauonsii kl)—lowever,. the expl)erlm(;;lntal data thathothlocal and nonlocal interactions should be taken into
can be explained very well by assuming an electpnonon — 5.04ynt. A complete understanding can be obtained only

interaction with a low-energy mode in the range oF D 00 4 microscopic theory that treats the whole Hamiltonian
meV. The f'tt'r.]g t.he.n yields a polaron b|nd|_ng energy of self-consistently. A full knowledge of the microscopic
6—30 meV, which is in the range expected for intermolecular ,-ameters is the first step toward the development of a
(external) modes. Using a simple 1D model, we estimate a ;omprehensive approach. In addition, because the vibrations
value of~70-75 meV for the transfer integral in pentacene; e reated classically, this theory can only be valid for the
this value is in good agreement with the results of the DFT 546 of temperatures where the thermal energy is larger than

calculatllon.s presentgd in section 3. . . the average vibrational frequency.
Despite its qualitative agreement with experiment, trans-

port theories based solely on the original Holstein molecular 4.2. Disorder Models
model cannot fully describe the charge-transport mechanisms "
in organic materials. The fact that in organic crystals the So far, we have considered the situation where chemical
variations in transfer integral with acoustic and optical and physical defects are absent and charge transport is limited
phonons, as discussed in previous sections, can be of thédy the dynamic disorder arising from electregphonon
same order of magnitude as the value of the transfer integralcoupling. We now provide a description of charge transport
itself,'58 demonstrates that more general models need to bein the presence of static disorder; this transport mechanism
considered. is expected to be operative in many organic materials since
An attempt to extend the microscopic transport theory for they usually present a highly amorphous character. Disorder
the case where both local and nonlocal couplings aretends to localize the band states found in highly ordered
operative was made by Munn and Silbé¥1?8|t was found materials. In 3D materials, when disorder is weak, only the
that nonlocal coupling increases the polaron binding energy states at the band edge are truly localized. Increasing the
and impacts the bandwidth. In contrast to local coupling amount of disorder localizes more and more of the states in
which always narrows the band, nonlocal coupling, depend- the band, until all states become localized in the case of
ing on the actual values of the microscopic parameters, canstrong disorder. Transport then operates in the hopping
change the band shape in a way that introduces new minimaregime with charges jumping between interacting molecules.

u (arbitrary units)
o
1

0l — ;
05
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In the case of amorphous conjugated polymer films, we note rate first increases with the magnitudeAd®® (this is referred
that diagonal disorder is induced both by electrostatic effectsto as the normal region); it reaches a maximum wje@°|

and a distribution in effective conjugation lengths while off- = A; importantly, it decreases whgiG°| > 1 (inverted
diagonal disorder comes from a distribution in the relative region). The inverted region is totally absent in the Miller-
positions/separations between adjacent units. Abrahams formalism.

While we documented earlier numerous instances where We note that both Marcus and Miller-Abrahams expres-
the transfer integrals and electrephonon couplings can be  sions can be derived as two limiting cases from a more
derived from first principles, the theoretical studies performed general expression obtained by means of time-dependent
on disordered materials have often been purely phenomeno-erturbation theory for the case of weak electronic coupling.
logical in nature. The charge-transfer rates between interact-The Miller-Abrahams equation is valid for weak electron
ing molecules are typically evaluated on the basis of effective phonon (vibration) coupling and low temperatures. The
parameters fitted to experimental data. The simplest way toelectron hops upward or downward in energy in this
describe charge transport in organic disordered materials, asapproximation are characterized by absorption or emission
was shown by Bssler and co-workers, is via Monte Carlo of a single phonon, respectively, that compensates for the
(MC) simulations®® There are two essential inputs in this energy difference; — «. It is then clear that the Miller-
approach, the charge hopping rates between sites and thé\brahams model only applies fogj[— €] values that do
density of hopping states. not exceed the maximum (Debye) energy of the acoustical

Two main models exist for the hopping rates usually phonons and the energy of the optical phonons effectively
considered in the literature. The first model, used especially coupled to the electron-transfer reaction; in the case of
in the early studies, is that of Miller-Abrahams originally oligoacenes, for instance, the characteristic energy of these
developed to describe charge transport in doped inorganicoptical phonons is on the order of 0.15 eV. Since the phonon
semiconductor$® In the Miller-Abrahams formalism, the  absorption process depends on the availability of phonons
hopping ratec; from sitei to sitej is expressed as in the system, the upward hops are temperature activated.

The downward hops, as expected, are temperature indepen-
exd — € 7€ 6> e dent. In contrast to the Miller-Abrahams model, .the Marcus
Ky =V exp(—Zij) ke T J ' (54) expression is valld for large electroephonon (vibration)
1 6 <e cou_pllngs a_nd high temperatures. _
! : Disorder is introduced by attributing to each site a random

Here, v denotes the attempt hopping frequengy;is the energye picked from a distribution of states, usually assumed
separation between siteandj; y is the overlap factor; and ~ © be of Gaussian shape:

€ and ¢; are the site energies. The first exponential term 2
accounts for the decrease in electronic coupling with distance; Q(e) = Lex < (56)
note, however, that it does not incorporate the sensitivity of [ 2716° 20°

the electronic coupling on the relative orientations of the

interacting molecules. The last term is a Boltzmann factor whereo is the standard deviation of the distribution. There
for a jump upward in energy and is equal to 1 for a jump s no direct experimental proof for using a Gaussian shape;
downward in energy. In the presence of an electric field, an the only justification comes from the shape of the absorption
additional term, expressed as€fF], is introduced in the  pands in disordered organic materials. The standard deviation
energetic balance (top right term in eq 54), witthe vector  for the density of (localized) states (DOS) is typically found
connecting the centers of the two sites ddhe electric  to be around 0.1 eV. A consequence of the energetic disorder
field vector. Thus, in the Miller-Abrahams formalism, s that the carriers tend to relax into the tail of the DOS
downward jumps are not accelerated by the electric field and distribution during the simulation. After equilibration, the
are assumed to always occur whatever the extent of the sitemean energy of a charge carrier at zero electric figld)
energy difference (i.e., this assumes that there is always ashifts to an energy equal te-6%kT. To consider local
channel to accept the energy difference). variations in intersite distances as well as the non-isotropic
The second model for hopping rates is the Marcus nature of the electronic coupling, the overlap fagtdn eq
expression for semi-classical electron-transfer riteshis 54 can also be assumed to be randomly distributed. A
expression represents a generalization of eq 48 to the casgignificant improvement in the description of positional
of nonequivalent sites: disorder can be found in an approach where the transfer
o . integrals between each pair of interacting molecules are
4 ex (reorg T € — €) calculated at the quantum-chemical level and then injected
kBT}'reor 4ATEOI'J<BT

(55) into Monte Carlo simulations, as described receffily.
However, this requires the knowledge of the microscopic

Off-diagonal disorder, which arises from fluctuations in Mmorphology of the material, which is difficult to assess but
electronic couplings, can be introduced as in the Miller- ¢&n be evaluated for instance from simulations based on
Abrahams approach by making the assumption of an €ffective molecular potentials. e
exponential dependence for t = t, exp(—yR;). A major Temperature Dependencé/hen the mobility is extrapo-
implication of the Marcus expression, which has been at the lated at the zero-field limit, the fit of the MC results leads
heart of its success in describing electron-transfer reactions [0 the following expression:
is that, because of the vibrational degrees of freedom, the 25 \2 T
transfer rate does not keep continuously increasing with = uexd —[-22 = - ex _(_0) 57
increasing driving forceAG® = ¢ — ¢ (note that this (1) = to 3kgT Ho T (57)
definition neglects the entropy contribution). For a givien
value and considering a negative driving force, the transfer with o representing the width of the diagonal disorder. Since

t2
K

u:E




Charge Transport in Organic Semiconductors Chemical Reviews, 2007, Vol. 107, No. 4 949

the temperature helps in overcoming the barriers introduceda permanent dipol&,in such a case, the energy distribution
by the energetic disorder in the system and its impact is nothas a well-defined profile governed to first order by the
included in the overlap factor in eq 54, the temperature interactions between the charge and the induced and per-
evolution here only depends on the amplitudecofThis manent dipoles of the neighboring molecules.
expression deviates from an Arrhenius-like law (see section  The models described above deal with the temperature and
2.3), although both expressions do generally fit the experi- field dependences of the mobility; they do not account for
mental data well, as a result of the limited range of the dependence on charge carrier density, whose role has
temperatures available. been evidenced experimentally; see section!2.Zhe
Field Dependencel he impact of an external electric field  mobility dependence on charge density is not simply related
is to lower the barrier for upward energy hops; this allows to Coulomb repulsion among the charge carriers; rather, it
the charges to leave the states in the tail of the DOS, thatreflects the fact that, for large carrier concentrations, only a
would otherwise act as traps. In the presence of energeticfraction of the carriers is necessary to populate the tail of
disorder only, the Monte Carlo results generally yield a the density of states (traps), which allows the other carriers
Poole-Frenkel behavior (i.e.,Fé#? dependence with respect to be more mobile. Various models treating the impact of
to field) for electric fields larger than 16-10° V/cm, with charge-carrier density have been recently reviewed by
mobility constant at lower fields. The field dependence Coehoorn et ad7°
becomes more pronounced as the extent of energetic disorder
grows. The increase in electric field amplitude is also 5 Synopsis
accompanied by an increased diffusion constant. A deviation
from Einstein’s relation is, however, suggested by Monte  In this review, we have discussed the major advances that
Carlo simulations at high electric fields and with large have recently been achieved in the description of the
energetic disorder. Tessler and co-workers have also pointed?arameters impacting charge transport in organic semicon-
out that Einstein’s relation should be generalized in the ductors. Once again, the picture emerging in organic
presence of a high density of charge carriers. Interestingly, Semiconductors appears to be more complex than in con-
mobility drops with increasing field at low energetic disorder; ventional inorganic semiconductors; this was the case already
this can be explained within the Miller-Abrahams formalism Wwhen comparing the electronic structure of these materials:
by a saturation of the velocity distribution (without having while inorganic semiconductors can usually be well described
to refer to a Marcus inverted region). via one-electron (band structure) approaches, organic semi-
While not involved in the temperature dependence, the conductors often require a treatment that takes both eleetron
positional (off-diagonal) disorder plays a key role in defining electron and electreraphonon interactions into account.
the field dependence of the mobility. From the results of In the case of transport, we emphasized in sections 3 and
Monte Carlo simulations, the general behavior of the mobility 4 some of the shortcomings of the current models used to
as a function of both temperature and electric field in the depict organic semiconductors and the paths to be followed
presence of diagonal and off-diagonal disorder is given by to achieve significant improvements. An important element
is that it has become clear that organic semiconductors
require that both local and nonlocal electrgghonon

~ 2.\2
u(0.2F) = ug ex;{—(éa) X couplings be considered. Thus, we can conclude that a
comprehensive understanding will come from the develop-
explC(3° — Z)FY] ==>15 8 ment of models allowing the calculations of the vibrational
exp[C(62 _ 2.25):1/2] s<15 (58) couplings: (i) with all modes, optical as well as acoustical

since the actual strength of acoustic-type nonlocal interactions
whered = o/KT, X is the standard deviation associated with is not well-established yet; (ii) at a high level of theory; and
the non-diagonal disorder, ar@is a numerical constant.  (iii) over a much larger range of systems than those that have
We recover the expression given in eq 57 wher= 0. been examined to date.
Positional disorder and electric field are linked since the  We hope that this review will provide the impetus for these
higher directionality imposed by the field prevents the charge calculations to be undertaken.
from being able to avoid regions where sites are weakly
electronically coupled. If the extent of positional disorder
(2) is larger than the width of energetic disorde},(eq 58 6. Acknowledgments
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7. Note Added after Print Publication

Due to a production error, there were misplaced paren-

theses in eqgs 54 and 58 in the version posted on the Web

March 23, 2007 (ASAP) and published in the April 11, 2007
issue (Vol. 107, No. 4, pp 928952); the correct electronic
version of the paper was published on May 1, 2007, and an
Addition and Correction appears in the May 9, 2007 issue
(Vol. 107, No. 5).
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